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Preface

This volume constitutes the proceedings of the 3rd Symposium on Stochastic
Algorithms, Foundations and Applications (SAGA 2005), held in Moscow, Rus-
sia, at Moscow State University on October 20–22, 2005. The symposium was
organized by the Department of Discrete Mathematics, Faculty of Mechanics
and Mathematics of Moscow State University and was partially supported by
the Russian Foundation for Basic Research under Project No. 05–01–10140–Γ .
The SAGA symposium series is a biennial meeting which started in 2001 in
Berlin, Germany (LNCS vol. 2264). The second symposium was held in Septem-
ber 2003 at the University of Hertfordshire, Hatfield, UK (LNCS vol. 2827).

Since the first symposium in Berlin in 2001, an increased interest in the SAGA
series can be noticed. For SAGA 2005, we received submissions from China, the
European Union, Iran, Japan, Korea, Russia, SAR Hong Kong, Taiwan, and
USA, from which 14 papers were finally selected for publication after a thorough
reviewing process.

The contributed papers included in this volume cover both theoretical as
well as applied aspects of stochastic computations, which is one of the main
aims of the SAGA series. Furthermore, five invited lectures were delivered at
SAGA 2005: The talk by Alexander A. Sapozhenko (Moscow State University)
summarizes results on the container method, a technique that is used to solve
enumeration problems for various combinatorial structures and which has nu-
merous applications in the design and analysis of stochastic algorithms. Christos
D. Zaroliagis (University of Patras) presented recent advances in multiobjective
optimization. Joachim Wegener (DaimlerChrysler AG, Research and Technol-
ogy) introduced new search-based techniques for software testing, with par-
ticular emphasis on finding time-critical pathways in safety-relevant software
components. Chrystopher L. Nehaniv (University of Hertfordshire) presented a
comprehensive overview and the latest results on self-replication, evolvability and
asynchronicity in stochastic worlds. The talk by Farid Ablayev (Kazan State Uni-
versity) analyzed from the communication point of view some proof techniques
for obtaining lower complexity bounds in various classical models (deterministic,
nondeterministic and randomized), and quantum models of branching programs.

We wish to thank all who supported SAGA 2005, all authors who submitted
papers, all members of the Programme Committee and all reviewers for the great
collective effort, all invited speakers, all members of the Organizing Committee,
and the Russian Foundation for Basic Research for financial support.

October 2005 Oleg B. Lupanov, Oktay M. Kasim-Zade,
Alexander V. Chashkin, Kathleen Steinhöfel
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Systems of Containers and Enumeration

Problems

Alexander Sapozhenko�

Lomonosov University, Moscow

Abstract. We discuss a technique (named ”the container method”) for
enumeration problems. It was applied for obtaining upper bounds and as-
ymptotically sharp estimates for the number of independent sets, codes,
antichains in posets, sum-free sets, monotone boolean functions and so
on. The container method works even the appropriate recurrent equal-
ities are absent and the traditional generating function method is not
applicable. The idea of the method is to reduce a considered enumeration
problem to evaluating the number of independent sets in the appropriate
graph. We give some examples of such reduction and a survey of upper
bounds for the number of independent sets in graphs. The method is usu-
ally successful if considered graphs are almost regular and expanders.

1 Introduction

We discuss a method for solving enumeration problems. The considered problems
are not usually amenable to the traditional generating function method because
of the absence of appropriate recurrent equations. The problems of estimating
the number of independent sets in graphs, antichains in posets, sum-free sets in
groups are among such problems. Our approach to solution of these problems
based on the notion of covering system (or system of containers) for a family of
sets. A family B of sets is called covering for a family A, if for any A ∈ A there
exists B ∈ B such that A ⊆ B. An element of the family B is called a container
and B is called the system of containers for A.

Suppose we want to know what is size of the family A of all sets with some
given property Q. We can think of A as the family of subsets in the n-cube
which are error correcting codes, sum-free sets in a finite group, vertex subsets
of graph which are cliques and so on. The container method consists in finding
a system of containers B with the special property. For example, it is good when
there exists a subsystem B1 ⊆ B such that all (or almost all) A ∈ B1 possessing
the property Q and simultaneously meeting the inequality∑

A∈B\B1

2|A| �
∑
B∈B

2|B|. (1)

� Supported by the RFBR grant No 04-01-00359 (Russia).

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 1–13, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 A. Sapozhenko

Then we know that |A| ≈ ∑B∈B 2|B|. The proof of (1) is usually reduced to
upper bounds for independent sets in appropriate graph.

The aim of this paper to give examples where these simple considerations
are successful. Except for the simplest cases, we does not present the complete
proofs but only some sketches. We give references on the paper with the proofs.
At the end, we consider the application of the container technique to estimating
the complexity of some algorithms correctly working almost always.

2 Definitions

All graphs under consideration are finite, undirected, and simple. The vertices
are considered as numbered. Denote the degree of a vertex v by σ(v).

A subset of vertices of a graph G is called independent if the subgraph of
G induced by A does not contain an edge. The family of all independent sets
of G will be denoted by I(G). We put I(G) = |I(G)|. Let G = (V ;E) be a
graph with the vertex set V and the edge set E, and v ∈ V . We call the set
∂v = {u : (u, v) ∈ E} the boundary of v. It is clear that σ(v) = |∂v|. The
boundary of A ⊆ V in a graph G = (V ;E) is the set ∂A =

(⋃
v∈A ∂v

) \ A.
Suppose 0 ≤ δ < 1. A graph G is called δ-expander, if |A| ≤ |∂A|(1− δ) for any
independent set A.

3 Reduction

In this section we discuss ways of reducing various enumeration problems to that
of counting independent sets.

The simplest for reductions is the problem of enumerating cliques. We just
use the fact that a clique in graph G corresponds to the independent set in the
complement of G.

The enumeration of error-correcting codes with distance r is equivalent to
that of independent sets in graph on the set of vertices of the n-cube, where an
edge is an arbitrary pair (u,v) with Hamming distance less than r.

The number of sum-free sets in groups is also estimated above by the number
of independent sets in the Cayley graph (see, for example, N.Alon [1]). Recall
that a set A is sum-free in an additive group G if A does not contain triples
a, b, c satisfying the equality a+ b = c. For a group G and sets A, V the Cayley
graph CA(V ) is defined as the graph on vertex set V s.t. (u, v) is an edge if u+v,
u− v or v − u are contained in A. If B ⊆ G is sum-free then B is independent
in the Cayley graph CA(G) for any A ⊆ B.

4 On the Number of Independent Sets

Here we obtain upper bounds for the number of independent sets in graphs by
means of container method. We start with a simple lemma for regular graphs.
A regular graph of degree k on n vertices will be called (n, k)-graph.
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Lemma 1. Let G = (V ;E) be a (n, k)−graph, k > 1, and A ⊆ V be indepen-
dent. Suppose 0 < ϕ < k. Then there exists T ⊆ A such that

|T | ≤ |∂A|/ϕ , (2)

A ⊆ D, where D = D(T, ϕ) = {v ∈ V \ ∂T : |∂v \ ∂T | < ϕ} , (3)

and
|D| ≤ |∂T | k

k − ϕ . (4)

Proof. The set T can be constructed by the following step-by-step procedure.
Step 1. Let u1 be an arbitrary vertex from A. Set T1 = {u1}.

Suppose m steps have already been done and the set Tm = {u1, . . . , um} has
been constructed.

Step m + 1. If there exists um+1 ∈ A such that |∂um+1 \ ∂Tm| ≥ ϕ,
we put Tm+1 = Tm ∪ {um+1}. Otherwise, the procedure is complete and the
result is T = Tm. The inequality (2) and the inclusion (3) evidently hold for
the set T constructed as above. The inequality (4) follows from the facts that
|∂v ∩ ∂T | ≥ k − ϕ for every v ∈ D and |∂u| ≤ k for every u ∈ ∂T . 	


Denote by I(G) the family of independent sets of a graph G and set I(G) =
|I(G)|.
Corollary 1. Let G be a (n, k)-graph, 1 ≤ ϕ < k. Then there exists the system
of containers F for the family I(G) with the following properties:

|F| ≤
∑

i≤n/ϕ

(
n

i

)
, (5)

for any D ∈ F |D| ≤ nk/(2k − ϕ). (6)

Proof. By Lemma 1, every independent set A contains a subset T of size not
exceeding |∂A|/ϕ provided that A ⊆ D(T, ϕ). Note that D(T, ϕ) is uniquely
defined by T if ϕ is fixed. Thus the number of containers does not exceed the
number of vertex subsets of size |∂A|/ϕ ≤ n/ϕ. From this (5) follows.

The inequality (6) follows from (4) in view of |D| ≤ n− ∂T . 	

The following theorem improves the error term in Alon’s upper bound [1]. It

also gives an example of application of the container method.

Theorem 1. For any (n, k)-graph

I(G) ≤ 2
n
2

(
1+O

(√
(log k)/k

))
. (7)

Proof. The inequality (7) immediately follows from the corollary. All indepen-
dent sets can be enumerated in the following way. Fix ϕ =

√
k log k. Choose

some T ⊆ V and construct D = D(T, ϕ). Then choose A ⊆ D. Note that

|D| ≤ nk/(2k − ϕ) , (8)
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in view of (6). Hence, under ϕ =
√
k log k, we have

I(G) ≤
∑

T⊆V,|T |≤n/ϕ

2|D(T,ϕ)| ≤
∑

i≤n/ϕ

(
n

i

)
2nk/(2k−ϕ)

≤ 2
n
2

(
1+O

(√
(log k)/k

))
. (9)

	

Theorem 1 was extended to the case of irregular graphs (see[17]). The need

of extensions caused by applications to enumeration problems from algebra and
number theory (see[3], [5], [11], [18], [19]).

G is called (n, k, θ)–graph, if it has n vertices and k ≤ σ(v) ≤ k + θ for any
vertex v. By definition, (n, k, 0)-graph is regular of degree k.

Theorem 2. For any (n, k, θ)-graph Γ

I(Γ ) ≤ 2
n
2

(
1+O

(
θ/k+

√
(log k)/k

))
. (10)

This theorem extends the previous one to ”almost” regular graphs.
Denote by Iβ(Γ ) the number of subsets A ∈ I(Γ ) meeting the condition

||A| − n/4| ≥ βn/4 .

Theorem 3. Let Γ = (V ;E) be (n, k, θ)-graph and 0 < β < 1. Then

Iβ(Γ ) ≤ 2
n
2

(
1− β2

2 ln 2+O
(

θ
k +
√

log k
k

))
. (11)

Theorem 4. Let (n, k, θ)-graph Γ = (V ; E) be δ-expander for some 0 ≤ δ < 1.
Then

I(Γ ) ≤ 2
n
2

(
1−δ/7+O

(
θ/k+

√
(log k)/k

))
. (12)

Theorems 3 and 4 allow to obtain the upper bounds of the form I(G) ≤
2n(1/2−c), where c > 0 is some constant. It is very helpful when proving as-
sertions that some subsystem of containers gives small contribution (see, for
example, [18]).

The further similar extensions were proved in [21]. Suppose l, k, θ, n meet
the inequalities l ≤ k − θ ≤ k + θ ≤ n. A graph on n vertices is called a
(n, l, k,m, δ, ε, θ)-graph if it meets the following condition: the minimal vertex
degree is at least l, the maximal vertex degree is at most m, the fraction of
vertices with a degree exceeding k + θ is not more than ε, and the fraction of
vertices with a degree less than k − θ is not more than δ. In [19] the following
statement is proved.

Theorem 5. Let G = (V,E) be a (n, l, k,m, δ, ε, θ)-graph. Then there exists a
system B of containers for I(G) meeting the following two conditions:
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1. For any B ∈ B

|B| ≤ n
k + δ(k − l) + ε(m− k) + θ

2k −√k log k
; (13)

2. For k > 3 and large enough n

|B| ≤ 2n
√

log k
k . (14)

Furthermore, for large enough n

I(G) ≤ 2
n
2

(
1+δ(1− l

k )+ε(m
k −1)+O

(
θ
k +
√

log k
k

))
. (15)

The following two theorems proved in ([21]) are extensions of theorems 3
and 4.

Theorem 6. Let G be a (n, l, k,m, δ,∆, θ)-graph and

γ = δ (1− l/k) +∆ (m/k − 1) +O
(
(θ +

√
k log k)/k

)
.

Then for large enough n

Iβ(G) ≤ 2
n
2 (1−(β−γ)2/(2(1+γ) ln 2)) . (16)

Theorem 7. Let (n, l, k,m, δ,∆, θ)-graph G be ε-expander. Then for some ab-
solute constant c > 0 and large enough n

I(G) ≤ 2
n
2 (1−cε+δ(1−l/k)+∆(m/k−1)+O((θ+

√
k log k)/k)) . (17)

Theorems 5 – 7 sufficiently extend abilities of the container method. In par-
ticular, Theorem 5 is applied for proving the Cameron-Erdös conjecture in [19].

5 Bipartite Graphs

In the case of bipartite graphs the container method allows to get asymptotically
ultimate result if the graph is an expander. A bipartite graphG = (X,Z;E) with
the vertex partition sets X , Z and the edge set E will be called an two-sided
(ε, δ)-expander if |A| ≤ |∂(A)|(1−δ) for any A ⊆ X such that |A| ≤ ε |X | and for
any A ⊆ Z such that |A| ≤ ε |Z|. The first asymptotical result for the number
of the number of independent sets in regular bipartite graphs obtained with the
help of container idea concerned the n-cube. Let Bn be the n-cube, which is
n-regular graphs on N = 2n vertices. In [10] the following assertion was proved

Theorem 8.
I(Bn) ∼ 2

√
e22n−1

= 2
√
e2N/2 . (18)

In [16] the following theorem was proved.



6 A. Sapozhenko

Theorem 9. Let a bipartite (n, k, θ)-graph G = (X,Z;E) be a two-sided(1/2, δ)-
expander and z be maximum of solutions of the equation x = log2 (2ex/cδ).
Then for large enough n and k

2|X| + 2|Z| − 1 ≤ I(G) ≤
(
2|X| + 2|Z|

)(
1 + 2−kδ/z +O(

√
klog k+θ)

)
. (19)

The proof of the upper bound in (19) is based on the idea that X and Z
are ”main” containers covering almost all independent sets of G. The number of
remaining independent sets does not exceed(

2|X| + 2|Z|
)

2−kδ/z +O(
√

klog k+θ).

This follows from smallness of size and number of containers covering these sets.

Corollary 2. Let Gn = (Xn, Zn;En) be a sequence of bipartite (n, k(n), θn)-
graphs which are simultaneously (1/2, δn)-expanders. Suppose

k(n)δn →∞ and θn/k(n) + k(n)−1/2 log k(n)→ 0 (20)

as n→∞. Then
I(Gn) ∼ 2|Xn| + 2|Zn| . (21)

Note that the corollary 2 means that the following statement holds: If a
sequence Gn = (Xn, Zn;En) satisfies the condition of 2, then the portion of
independent sets of Gn intersecting both Xn and Zn tends to 0 as n→∞. The
similar assertions plays a part in describing the phase transition processes (see,
for example, citeBB and citeST).

A bipartite graph G = (X,Z;E) is called boundary (ε, delta)-expander, if

|A| ≤ |∂A|(1− δ) (22)

for all A ⊆ X with |∂A| ≤ �ε|Z|�.
Let (κ, ν, q, p, λ) be a tuple of numbers with κ, ν, λ integers, and q, p real. A

bipartite graph Γ = (X,Z;E) such that

(1) min
v∈X

σ(v) = κ, (2) max
v∈Z

σ(v) = ν, (3) min
v∈Z

σ(v) = λ,

will be called the (κ, ν, q, p, λ)–graph, if the following inequalities hold

(4) max
v∈X∪Z

σ(v) ≤ κp; (5) max
u,v∈X

v �=u

∣∣∂u ∩ ∂v∣∣ ≤ q.

If some of these conditions fails or are not sufficient, the corresponding coordi-
nates in the tuple will be replaced by ”-”. For example, if the properties 1, 5
hold and the remaining maybe are not, we say about a (κ,−, q,−,−)-graph.

A bipartite graph G = (X,Z;E) is called one-sided (ε, δ)– expander if

|A| ≤ |∂A|(1− δ)
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for any subset A ⊆ X such that

|A| ≤ ⌈ε|X | ⌉.
A bipartite graph G = (X,Z;E) is called one-sided boundary (ε, δ)– expander if

|A| ≤ |∂A|(1− δ)
for any A ⊆ X such that

|∂A| ≤ ⌈ε|Z| ⌉.
Let G = (X,Z;E) be a (∆,κ, q, p)–graph. Set

r0 = r0(G) = �κ/q�, g1 = g1(G) = min
A⊆X:|A|>r0

|∂A|,

g2 = g2(G) = κ3 log−7 κ, ε1 = ε1(G) = g2/|Z|,
δ1 = δ1(G) = κ−1 log2 κ, δ0 = δ0(G) = κ−2 log9 κ.

A (κ,−, q, p,−)–graph G = (X,Z;E) will be called a (∆,κ, q, p)–expander, if
it is a boundary (ε1, δ1)–expander, a one-sided (1, δ0)–expander and the following
inequalities hold:

κ/
√

log κ ≤ min
v∈Z

σ(v) ≤ max
v∈Z

σ(v) ≤ κ, (23)

|X | ≤ 2(∆+1)κ−2 log2 κ. (24)

A sequence (v1, v2, ..., vk) of vertices in a graph G = (V,E) is called a d–
chain if the distance between vi and vi+1 in G does not exceed d for 1 ≤ i < k.
A set A ⊂ V will be called connected with distance d, if any two vertices of A
are connected by d-chain. A subset B ⊆ A is called d-component of A, if B is
d–connected but B

⋃{v} is not connected for any v ∈ A \ B. Denote by I∆(G)
the number of independent sets A in a bipartite graph G = (X,Z;E) with the
property that the size of each 2-component of A

⋂
X does not exceed ∆. In [15]

the following statement is proved

Theorem 10. Let G = (X,Z;E) be total (∆,κ, q, p)-expander. Then

I∆(G) ≤ I(G) ≤
(
1 +O

(
2−

3
2 log2 κ

))
I∆(G). (25)

Theorem 11. Let G = (X,Z;E) be a total (1, κ, q, p)-expander. Then

I(G) =
(
1 +O

(
2−

3
2 log2 κ

))
2|Z| exp

{∑
v∈X

2−|∂{v}|}. (26)

If G = (X,Z;E) be a total (2, κ, q, p)-expander. Then

I(G) = 2|Z| exp
{(

1 +O
(
κ22−κ

)) ∑
v∈X

2−|∂{v}|}. (27)

Theorem 11 gives the asymptotically sharp estimate for many important cases.
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6 Sum-Free Sets of Integers

Here we show how the containers are applied for solving enumeration problem in
the number theory. A subset A of integers is said to be sum-free (abbreviation,
SFS) if a + b �∈ A for any a, b ∈ A. For any real p ≤ q denote by [p, q] the set
of integers x such that p ≤ x ≤ q. The family of all SFS’s of [t, n] is denoted
by S(t, n). Put s(t, n) = |S(t, n)|, S(n) = S(1, n) and s(n) = |S(n)|. In 1988
P. Cameron and Erdős conjectured in [3] that s(n) = O(2n/2). This conjecture
was proved independently by B.Green [5] and the author [19]. B.Green used the
Fourier transformation technique. Our approach uses the idea of containers.

It is easy to see that the family S1(n) of all subsets of odd numbers consists
of sum-free sets. The other ”big” family of sum-free sets is the family S2(n) of
all subsets of the interval [�n/2� + 1, n]. We slightly correct the second family.
Set q̂ = n3/4 logn and t = �n/2− q̂�. Denote by S3(n) the family of all subsets
of the interval [t, n]. It is clear that

s(n) ≥ |S1 ∪ S3| ≥ |S1(n)|+ |S3(n)| − 2(n/4)+1 − q̂ ∼ |S1(n)|+ |S3(n)| . (28)

Note that |S1| = 2�n/2�. In [3] it was proved that s(n/3, n) = O(2n/2). Since
|S3| ≤ s(n/3, n), we need only to prove that the size of the family S̃(n) =
S(n) \ (S1(n) ∪ S3(n)) is of small enough size. In [19], we proved that

S̃(n) = o(2n/2). (29)

This implies that
s(n) ∼ |S1(n)|+ |S3(n)| . (30)

When proving (23), we do as follows. First, we prove the existence a so-called
almost correct system of containers.

We use denotation N for interval of integers [1, n]. Set q̃ = q̂ log n. Consider
two families A and B of subsets of N . We say that B is a system of containers
for A if for any A ∈ A there exists B ∈ B such that A ⊆ B. A set B ∈ B is
called a container. A family B of subsets of the set N will be called correct if the
following conditions hold:

1. For large enough n and any B ∈ B
|B| ≤ n/2 +O(q̂) . (31)

2. For large enough n
|B| ≤ 2o(q̂) . (32)

3. For any i ∈ [q̃, n− q̃] and p ∈ [q̃, n− i]
||Bi,p| − p/2| ≤ q̂ . (33)

4. For any σ ∈ {0, 1}, i ∈ [q̃, n− q̃], and p ∈ [q̃, n− i]
||Bi,p ∩Nσ| − p/4| ≤ q̂ . (34)
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A family B is called an almost correct system of containers for A if it correct for
some subfamily A′ ⊆ A such that |A \ A′| = o(2n/2).

The existence of almost correct system of containers for S̃(n) is proved by
reducing this problem to similar one for the family of independent sets in the
appropriate Cayley graph and using theorem 5. The other fact used is the well-
known Freiman theorem [4].

Theorem 12 (G. A. Freiman [4]). Suppose a set K of integers meets the
condition |K +K| ≤ 2|K| − 1 + b, where 0 ≤ b ≤ |K| − 3. Then K is contained
in some arithmetic progression of length |K|+ b.

The properties 3 and 4 of the correct system of containers together with
Freiman’s theorem allow to obtain upper bound (29). Thus, in the considered
case we use special properties of containers from auxiliary system to prove a
smallness of the number of enumerated objects. At the same time subsets from
the main system (which is S1(n)

⋃
S3(n)) are almost all sum-free sets. These

circumstances lead to getting asymptotically sharp result.

7 Sum-Free Sets in Groups

In this section we consider application of the container idea to enumerating
sum-free sets in abelian groups of even order. As in the case of sum-free sets
in a segment of integers in this case the asymptotically sharp result is obtained
(see [11] and [18]). The result is the following

Theorem 13. For any sufficiently large even n and for any abelian group G of
order n with t subgroups of index 2

t · 2n/2 − 2(n/4)(1+o(1)) ≤ s(G) ≤ t · 2n/2 + 2n(1/2−c) , (35)

where c > 0.01.

The idea of the proof is to find the appropriate system of containers. Note
that every coset of subgroup in a group is a sum-free set as well as any subset of
a coset is also sum-free. In particular, the family of cosets of index two subgroups
seems to be available to be system of containers for almost all sum-free sets in
a group. In any case, this family gives a good lower bound for the number of
sum-free sets.

Let G be an abelian group of order n = 2m. Denote by S(G) the family of
sum-free sets in a group G. We call a set C ∈ S(G) regular if there exists an
index two subgroup K such that A ⊆ K ′ where K ′ is the coset of K. Otherwise,
the set C is called irregular.

Denote by S1(G) the set of regular sets C ∈ S(G), and by t the number
subgroups of index two in G. Then

t 2n/2 −
(
t

2

)
2n/4 ≤ |S1(G)| ≤ t 2n/2. (36)
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The upper bound in (36) follows from the definition. The lower bound is the
consequence of including–excluding formula and the fact that the intersection of
two different subgroups of index two consists of 2n/4 elements. Besides, we use
that t ≤ 2log2 n. So we have obtained the lower bound in (35).

Now we have to prove that the number of remaining (irregular) sum-free sets
is small, i.e. this number is o(t2n/2). We present the facts and considerations
leading to the goal. First we use the fact that for any index two subgroup H
each remaining sum-free set A both H and its coset H . So we can consider the
Cayley graph CH∩A(G) and reduce our problem to enumeration of independent
sets in CH∩A(G). The following statement plays important role in the proof.

Theorem 14. (M. Kneser) Let A and B be non-empty subsets of an abelian
group G. Suppose that |A+B| ≤ |A|+ |B| − 1. Then there exists subgroup H of
G such that

A+B +H = A+B and |A+B| ≥ |A+H |+ |B +H | − |H | . (37)

Kneser’s theorem allows to prove that the Cayley graph CH∩A(G) is a δ-
expander and hence to use theorem 4.

8 The Extended Dedekind Problem

Now we consider the question on the number of antichains in ranked posets. A
subset A of poset is called antichain if any two elements are non-comparable. The
particular case of the question when the poset is the n-cube is conventional to call
the Dedekind problem. With the common case in mind, we will speak about the
extended Dedekind problem. The problem was posed in 1897 when R.Dedekind
counted the number of antichains in the 4-cube. A lot of papers was written on
the topic. In 1980 A. D. Korshunov ([9]) obtained the asymptotically complete
solution. The author in ([13], ([14]) found asymptotic solution of the extended
Dedekind problem. Namely, asymptotics for the number of antichains in so-called
unimodal posets were obtained. Roughly speaking, an unimodal poset is a cube-
like ranked poset. The proof of the above mentioned results fall in the pattern
of the container method. At first, the problem is reduced to that of 3-levelled
poset P = (X,Z, Y ), consisting of the largest levels of the considered poset.
The latter it turns out to be equivalent evaluating the number of independent
sets in the bipartite graph G = (X

⋃
Z, Y ;E) with vertex partition sets X

⋃
Z

and Y , where the vertices u ∈ X⋃Z and v ∈ Y are joint by edge iff they are
comparable in P .

9 Application to Algorithm Complexity in Typical Case

The information on the structure of main containers can be used for evaluation of
the complexity of algorithms. We consider an example, connected with problem
of deciphering monotone Boolean functions. The problem is to reconstruct a
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Boolean functions with minimum number of queries to a black box. A black
box knows some monotone Boolean function f and gives the answer of the form
f(x̃) on request in the form of Boolean vector x̃ = (x1, ..., xn). In deterministic
case the problem was investigated by V. K. Korobkov. Denote by ϕ(n) the least
number of queries to black box in the worst case. V. K. Korobkov [8] proved
that ϕ(n) = O

(
n

�n/2�
)
. The Hansel [6] obtained final result:

Theorem 15.

ϕ(n) =
(

n

�n/2�
)

+
(

n

�n/2�+ 1

)
. (38)

Now consider the probabilistic case. Denote by ψ(n) the least number of queries
sufficient for deciphering almost all functions on n variables. The following result
follows from [15].

Theorem 16.

ψ(n) =
(

n

�n/2�
)

+O

((
n

�n/2�
)

2−n/2
)
. (39)

Sketch of proof. The lower bound follows from the pigeon principle and the
lower bound for the number of monotone Boolean functions. The algorithm
giving the upper bound is the following. We ask the black box about function
values on all vectors with �n/2� ones and then ask it on the values on those
vectors with �n/2�±1 ones that do not contradict chosen values on vectors with
�n/2� ones. By [9] and [15], this number is almost always O

((
n

�n/2�
)
2−n/2

)
.

The second algorithmic problem is finding an upper zero of monotone Boolean
function. A binary vector x̃ = (x1, ..., xn) is called the upper zero of a monotone
Boolean function f if f(x̃) = 0 and the weight of x̃, defined by the equality∑

1≤i≤n xi, is maximum among all vectors making f vanish. The problem is to
find an upper zero with the least queries to the black box. In the deterministic
case the problem was investigated by N. A. Katerinochkina. Denote by µ(n) the
least number of queries to the black box for finding an upper zero of a monotone
Boolean function on n variables in the worst case. In [7] the following estimate
are obtained:

mu(n) =
(

n

�n/2�
)

+ 1. (40)

The typical case was investigated by the author[20]. Denote by ν(n) the least
number of queries sufficient for finding an upper zero for almost all functions of
n variables. It was shown that for any ω(n) tending to infinity as n → ∞ for
almost all monotone Boolean function

nu(n) ≤ ω(n)2n/2. (41)

The function ω(n) can not be replaced by a constant. The proof uses the fact
that the upper zeroes of almost all functions are of weight �n� or �n�. Besides,
it uses the fact that the typical functions have a zero among the first ω(n)2n/2

vectors of the corresponding weight. This property follows from the structure
almost all functions obtained with the help of the container method.
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10 Some Unsolved Problems

Here we discuss some unsolved problems relevant to the topic of the paper. All
these problems can likely be solved by container method after some improving
the technique.

1. Error correcting codes.
The number of binary codes with distance 2 was found in [10]. The question
on the number of binary codes with distance more than 2 is open. The
difficulty is that the expendability of the corresponding graph is not proved.

2. Antichaines in Cartesian degree of the chain on 3 vertices.
The question on the number of antichains in Cartesian degree of the chain
on 2 vertices is known as the Dedekind problem. It is solved. The difficulty
of extending is the irregularity of the corresponding lattice.

3. Sum-free sets in groups.
Asymptotic value of the number of SFS’s in groups of prime order is known
not for all such groups.
There are little or no on the number of SFS’s for noncommutative groups.
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Abstract. By using heuristic analysis proposed in [WSA03], we inves-
tigate the dynamical behavior of greedy local search algorithms for sat-
isfiability (SAT) problems. We observe that the difference between hard
and easy instances is relatively small while there are enough places to
be improved locally, and that the difference becomes crucial when all
such places are processed. We also show that a tabu search type restric-
tion could be useful for improving the efficiency of greedy local search
algorithms.

1 Introduction

Dynamical behavior of algorithms are usually very difficult to analyze; but un-
derstanding such dynamical behavior is important to see why and how algo-
rithms work and to find out a way of improving algorithms. For example, for
some algorithms or heuristics, while their excellent performance has been shown
experimentally, it has been open to give theoretical justifications to such exper-
imental results. One approach for discussing average case performance of such
algorithms is to study their dynamical behavior under given input distributions.

For bridging a gap between experimental observations and theoretical analy-
ses, a heuristic approach for analyzing algorithms has been proposed by several
researchers; see, e.g., Barhel, Hartmann, and M. Weigt [Betal03], Semerjian and
Monasson [SM03], and Watanabe et al. [WSA03]. In such approach, an aver-
age execution of a given algorithm is approximated “heuristically” by a much
simpler randomized model, and then, some mathematical analysis is made on
this simpler model. In this paper, we take this approach and analyze some local
search algorithms for two satisfiability problems following the heuristic analysis
proposed in [WSA03].

Our target problems are the standard 3-SAT problem and the 3-XOR-SAT
problem. The 3-XOR-SAT problem is a variant of the 3-SAT problem, where
each clause is the exclusive-or of three literals. The problem is essentially the
same as solving a system of linear equations over mod 2; hence, the problem of
finding a satisfying assignment is indeed polynomial-time solvable. On the other
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hand, the problem of finding a satisfying assignment closest to a given initial
assignment is NP-hard; we consider this problem for the 3-XOR-SAT problem.
(See the next section for the precise definition of the problems and the average
scenario.)

In this paper, we investigate local search algorithms. Local search algorithms
are simple yet effective for solving many problems. In fact, many constraint
satisfaction problems can be solved efficiently to some extent on average by local
search algorithms, and our target problems are such examples. We would like to
know why and when local search algorithms work. Note also that local search
algorithms are not the same; there are several variations and their algorithmic
features may not be the same. Again we would like to know why some local search
algorithm does/does not work. We discuss this question on the 3-XOR-SAT and
3-SAT problems.

It is well known [SS96] that a simple and efficient greedy local search algorithm
solves 3-XOR-SAT quite well to some extent. Here by “greedy local search” we
mean to make a local change (to a current solution) on the most problematic
point. More precisely speaking, we define the “penalty” of (a current assignment
to) a variable to be the number of unsatisfied clauses that the variable appears
and make a local change on a variable with highest penalty. The performance
of this greedy local search algorithm is checked easily by computer experiments.
Such experiments show that there exists some threshold, and the algorithm
yields a correct answer with high success probability if the badness of an initial
assignment (i.e., the Hamming distance between the assignment and the closest
sat. assignment) is within this threshold; otherwise, the algorithm fails very
badly, i.e., almost 0 success probability. We would like to know why the threshold
exists. It should be noted here that Sipser and Spielman [SS96] indeed proved,
for some upper bound of initial assignments’ badness, the algorithm yields a
correct answer with high probability if the badness of an initial assignment is
within this bound. It is, nevertheless, still open to understand the performance
of the algorithm near the threshold, and for this, we would like to know the
average and dynamical behavior of the algorithm.

For investigating average behavior of the algorithm, we take the approach
proposed in [WSA03]. That is, we first define a relatively simple Markov process
and show experimentally that it simulates the behavior of the algorithm on
randomly generated inputs. Secondly we approximate the average state of this
Markov process by a recurrence formula, and again show experimentally that
the approximation is reasonable. Then by analyzing the obtained formula, we
observe that the difference occurs when the algorithm runs out variables with
high penalty. The success of the algorithm depends on whether an intermediate
solution is close enough to the target solution at this point of the execution.

Next we consider the 3-SAT problem. For the 3-SAT problem, random walk
local search algorithms have been investigated extensively, see, e.g., [SAT00];
in particular, the walk-SAT algorithm has been analyzed in depth by Barhel
et al. [Betal03] and Semerjian and Monasson [SM03], which are comparable to
our approach. On the other hand, as far as the author knows, no theoretical
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investigation has been made on greedy local search algorithms for 3-SAT. Thus,
we focus on a greedy local search algorithm similar to the one for 3-XOR-SAT.
It turned out that our first approximation step, i.e., simulation by a relatively
simple Markov process, does not work in this case; simulation almost always
gives a better convergence than actual executions. We think that this difference
occurs because some variables are changed their values for several times and the
independence of local updates, which we assume for the simulation, no longer
holds. Thus, we introduce “flip once” restriction; that is, we modify the algorithm
so that the local update is made only on untouched variables so long as some
untouched and unsatisfiable variable exists, and the execution goes back to the
normal one from the point that there is no untouched and unsatisfiable variable.
This may be regarded as a “tabu search” type heuristics. For this modified
algorithm, we can again observe that algorithm’s behavior is quite close to the
Markov process simulation, and the algorithm runs more efficiently. Though our
experiments are limited, this is an evidence that the “flip once” restriction could
be useful when using greedy local search algorithms.

2 Preliminaries

We state problems and algorithms discussed in this paper formally. Our target
problems are the following 3-SAT problem and 3-XOR-SAT problem. Below
by, e.g., (3, d)-CNF formula, we mean a 3CNF-formula such that each variable
appears exactly d times in the formula.

(3,d)-SAT
Input: (3,d)-CNF formula F over n Boolean variables.
Output: A sat. assignment.

Closest Solution Search for (3,d)-XOR-SAT
Input: (3,d)-Parity formula F (like the one below) over n Boolean variables,

F = (¬x3 ⊕ x7 ⊕ x2) ∧ (x1 ⊕ ¬x12 ⊕ ¬x61) ∧ · · ·
and an assignment a to x1, ..., xn.

Output: A sat. assignment that is closest to a.

Since we consider only (3, d)-type formulas, the clause/var. ratio, the ratio
between the number of clauses and that of variables, is d/3. For the 3-SAT
problem, it has been well-known, see, e.g., [Ach01, SAT00], that formulas become
hard when this ratio is larger than 4.2. We will, however, consider in this paper
local search algorithms with “quite small” running time, and for such algorithms,
even (3, 9)-formulas (their clause/var. ratio is 3) are hard. Note, on the other
hand, the clause/var. ratio does not seem so essential for the XOR-SAT problem.

Next we define an average scenario that we will assume for our analysis. Let n
be the number of variables. A formula index sequence is a sequence of sets, each
of which is a set of three elements from [n] def= {1, ..., n}, such that each i ∈ [n]
appears exactly 6 times. A formula index sequence may contain some set more
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program LocalSearch(F );
x1, ..., xn ← randomly chosen a in {0, 1}n;
repeat the following MAXSTEP steps⎡⎣ if F is satisfied with x then output the current assignment and halt;

choose one variable; — (∗)
flip the value of the selected variable;

output “failure”;
program end.

Fig. 1. General scheme for local search algorithms for 3-SAT

than once. For generating one (3, d)-SAT formula F , we first choose one (3, d)-
formula index sequence uniformly at random from all possible ones. Secondly,
for each set (i, j, k) in the sequence, we create a disjunctive clause consisting of
variables xi, xj , and xk, by determining the sign of the three literals randomly
so that (0, 0, ..., 0) is one of its satisfying assignments. Then F is simply the
conjunction of these clauses. We generate (3, d)-XOR-SAT formulas essentially
in the same way. In our average case analysis, we assume that formulas are
generated in this way. For the 3-XOR-SAT problem, we also assume that an
initial assignment is generated uniformly at random from those with Hamming
distance pn from the planted solution (0, ..., 0), for some parameter p.

Finally, we state our local search algorithms. Figure 1 is a general scheme
of local search algorithms that we consider in this paper. This is for the 3-SAT
problem; for the 3-XOR-SAT, we simply use a given a for the initial assignment
for x.

An actual algorithm is obtained by specifying the time bound MAXSTEP and
a way to choose “flip variable” at (∗). Here we consider quite small time bound,
MAXSTEP = 2pn for 3-XOR-SAT and MAXSTEP = n/2 for 3-SAT. Recall that
for our 3-XOR-SAT problem we assume that an initial assignment differs from
the planted solution by pn bits; hence, pn steps (i.e., pn flippings) are at least
necessary to get a solution. Our choice of time bound is quite tight; nevertheless,
it will be shown that the algorithms work well to some extent even under such
strong requirements.

For choosing a flip variable at (∗), we consider two ways: (1) choose one
(randomly one of them if there are many) that appears most often in unsatisfied
clauses, and (2) choose one randomly from those appearing in a randomly chosen
unsatisfied clause. We call the former greedy choice and the latter random-walk
choice. In particular, we call an algorithm of Figure 1 using the greedy choice
(resp., the random-walk choice) a greedy (resp., a random-walk) local search
algorithm for 3SAT, and denote them as GreedySAT and RandomWalkSAT.

Roughly speaking, greedy local search is more efficient than random-walk
local search; that is, greedy gets close to the solution faster than random-walk.
On the other hand, it is more likely that greedy local search gets trapped by
some local minimum. In fact, GreedySAT almost always fails by being trapped by
some local minimum. One standard way to avoid this problem is to introduce
“soft decision” when choosing a flip variable. We explain below a soft decision
type local search algorithm. It turns out that the random-walk local search
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algorithm is also one special case of this algorithm. That is, both (soft decision
type) greedy local search and random-walk local search are uniformly expressed
by this algorithm. Thus, we will use this algorithm in the following discussion.

A soft decision type local search algorithm also follows the outline of Figure 1.
The difference is a way to select a flip variable at (∗). Consider any iteration in
the execution of the algorithm, and let a be the current assignment to variables
in x. We say that a variable xi has a penalty k (under the current assignment a)
if xi appears in k unsatisfied clauses. Recall that we assume that each variable
appears 6 times in the formula; hence, penalty k must be between 0 to 6. Let W
be a weight function, a function assigning weight to each penalty k ∈ {0, 1, ..., 6}.
Now our selection of a flip variable is as follows: (1) choose a penalty value k
with probability P (k), and then (2) choose one variable uniformly at random
from all variables with penalty k. Here P (k) is the proportion of the weight of
all penalty k variables in total weight; formally,

P (k) def=
W (k) · (# of penalty k var.s)

total weight
.

As one can easily expect, if W (k) << W (k + 1) holds for all k, 0 ≤ k ≤ 5,
then the execution of this algorithm is similar to that of the greedy local search
algorithm GreedySAT. For example, we will use a weight function W defined by
W (0) = 0 and W (k) = 10k−1 for all k, 1 ≤ k ≤ 6; we call the algorithm using
this weight function a soft decision greedy local search algorithm and denote it
as SoftGreedySAT. Also it is easy to see that with W (k) = k for all k, 0 ≤ k ≤ 6,
this algorithm is exactly the same as the random-walk local search algorithm
RandomWalkSAT. For the 3-XOR-SAT problem, algorithm SoftGreedyXORSAT is de-
fined in the same way.

3 Greedy Local Search Algorithm for 3-XOR-SAT

We study a greedy local search algorithm for 3-XOR-SAT; more specifically, the
soft decision greedy local search algorithm for 3-XOR-SAT — SoftGreedyXORSAT

— defined in the previous section. (Unfortunately, random-walk local search does
not work well; thus, we focus on the greedy algorithm.)

Let us first see that SoftGreedyXORSAT works well to some extent. Recall
that p is the ratio of error assignments (w.r.t. the planted solution) in a given
initial assignment. Figure 2 (a) shows the relation between p and the success
probability of SoftGreedyXORSAT (left line) and GreedyXORSAT (right line); the
success probability drops drastically at p = 0.28 ∼ 0.3 for SoftGreedyXORSAT and
p = 0.3 ∼ 0.32 for GreedyXORSAT. We call this range as a success threshold, and
we would like to know why the success prob. drops rapidly at this point.

One might ask whether the success prob. improves by using larger time
bound MAXSTEP. Figure 2 (b) shows this (for GreedyXORSAT); the success thresh-
old moves to the right by using larger time bound MAXSTEP, but there seems to
be some limit.
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following experiments, the number n of variables is fixed to 6000.

Fig. 2. Success probability vs. p
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Recall that the penalty of a variable x is the number of clauses having x that
is unsatisfied under a current assignment. Since each variable appears exactly 6
times in a formula, penalty must be between 0 to 6. For any k, 0 ≤ k ≤ 6, let nk

denote the number of penalty k variables (under the assignment at a given point
of the execution). We use (n0, ..., n6) to express the status of the execution. In
particular, when n0 reaches to n, the total number of variables, then we know
that the formula is satisfied with the assignment at this point1 Figure 3 (a)
shows how does n0 get increased during the execution for four different choices
of p before/after the success threshold. As shown in this figure, the execution
for p = 0.3 fails to get a sat. assignment.

Remark on the Presentation of Experimental Results
In this paper, we will present our experimental results by showing some “typ-
ical” one instead of the average of several executions. This is because, in most

1 A satisfying assignment may not be the desired solution, i.e., the closest sat. assign-
ment. But it is quite unlikely that there is a sat. assignment other than the target
solution (0, ..., 0) within distance 2pn from a given initial assignment.
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cases (more precisely, before or after the success threshold), difference among
executions, initial assignments, and formulas is not so large. For example, Fig-
ure 3 (b) shows the result of three executions on the same input for p = 0.27;
difference among initial assignments and/or formulas is more or less the same.

3.1 Heuristic Analysis (Step 1): Markov Process Simulation

We would like to see, for example, how n0 changes during the execution on av-
erage. The first step of our heuristic analysis is to simulate the algorithm’s execu-
tion by a relatively simple Markov process. Clearly, the execution of
SoftGreedyXORSAT is indeed a Markov process, where its state space is the set
of assignments to n variables. But this state space with 2n states is too large,
and our first step is to simulate the algorithm by a Markov process with much
smaller number of states, whose size is polynomially bounded by n.

As an example, we use a tuple n = (n0, ..., n6) to express the state of the algo-
rithm during its execution, where nk is, as defined above, the number of penalty
k variables. Note that the information given by a tuple n is enough to simulate
the random selection of the penalty k of a flip variable. In SoftGreedyXORSAT, k
is randomly selected from {0, 1, ..., 6} with probability P (k), where

P (k) =
W (k) · nk∑6
i=0W (i) · ni

. (1)

Hence, by using the current state n = (n0, ..., n6), the algorithm’s execution
can be simulated precisely; select k as the algorithm specifies, and then decrease
nk by one and increase n6−k by one, thereby simulating the change of the flip
variable.

For the simulation, however, we need to make further changes on n reflecting
the change of the status of all related variables, variables appearing together with
the flip variable in some clause. For example, in the real execution, suppose that
a flip is made on x3, which makes a clause, say, C12 satisfiable, and let x7 be
a variable in C12; then the penalty of x7 gets decreased by one. Thus, if the
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penalty of x7 is 5, then n5 gets decreased by one, and n4 gets increased by
one. Unfortunately, our information n = (n0, ..., n6) is insufficient for simulating
such changes; we can specify penalty k, but we cannot specify the name of a flip
variable, which is necessary to determine related variables.

Even though the names of related variables are unknown, we may still be
able to guess them, in particular, their penalties. We may randomly choose k′,
the penalty of a variable appearing with a flip variable in each clause, with some
appropriate probability. Unfortunately, n is too weak even for this purpose. But
we found that a reasonable simulation is possible by using some similar but more
complicated states, which we explain below.

For each variable x, consider a tuple, e.g, (+;−−;−+;−+; ++; ++; ++) to
express2 its current configuration; the first + means that x is not correctly as-
signed, and the next six −−, −+, or ++ express the status of related variables
in six clauses containing x. Note that there are 2

(6+2
2

)
= 56 possible configura-

tions. That is, we classify variables into 56 groups and use m = (m1, ...,m56) as
a state, where mi denotes now the number of variables with ith configuration
(under a current assignment).

It is easy to see that the penalty of a variable is determined from its configura-
tion; for example, a variable with configuration (+;−−;−+;−+; ++; ++; ++)
has penalty 2. Thus, each nk is computable from m = (m1, ...,m56). Hence the
selection of the penalty of a flip variable can be simulated as above. Furthermore,
by a quite natural way, we can randomly choose the configuration (not only the
penalty) of related variables. Then as shown in Figure 4, this Markov process
can simulates the algorithm’s execution quite well.

3.2 Heuristic Analysis (Step 2): Recurrence Formula

Assuming that our Markov process simulates the algorithm’s execution well, we
next derive a recurrence formula computing its “average state” at each step
t. Since it is a Markov process, for each state m′, the probability Pr[m′|m]
is well-defined. Then the average next state of m is simply defined as m̂ =∑

m′ m′ · Pr[m′|m].
More specifically, for each configuration index i, 1 ≤ i ≤ 56, a formula

computing the ith element m̂i of m̂ from m has the following form:

m̂i = − P (i) + P (i′) +
∑

j

P (j)[−E(i|j) +
∑

h∈N(i,j)

E(h|j) ].

Here P (i) denotes the probability that the ith configuration is chosen as a flip
var.’s configuration, and i′ denotes the configuration that moves to i by one flip.
E(i|j) is the expected number of var.s with the ith configuration that are related
to some var. with the jth configuration, i.e., var.s with the ith configuration that
share some clause with some var. with the jth configuration. N(i, j) is the set of

2 We ignore the order; for example, +− and −+ are the same, and also
(+; −−;−−; −−;++;++;++) and (+;−−; ++; −−;++; −−;++) are considered
as the same tuple.
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configurations that are related to some var. x with the jth configuration and that
change to the ith configuration when a flip is made on x. Note that P (i) can be
defined in the same way as (1); that is, P (i) def= W (ki) ·mi/TotalWeight, where
ki is the penalty of the ith configuration. Though a slightly more complicated,
E(i|j) can be defined similarly. We use F to denote a function computing m̂
from m.

For a given parameter p and n, we can define the average initial state m̂
(0) =

(m̂(0)
1 , ..., m̂

(0)
56 ), where each m̂

(0)
i is the average number of var.s with the ith

configuration, when a formula and an initial assignment are generated randomly
following our average scenario. Our second approximation step is to approximate
m̂

(t), the average state after the tth step, by the following recurrence formula.

m̂
(t) ≈ F t(m̂(0)),

where F t means to t time applications of F . Again our experiments show3 that
this is a quite good approximation.

3.3 Observations and Claims

Now let us assume that our two step approximations are reasonable, as our
experiments suggest. Then we can discuss our question by analyzing F t(m̂(0)),
which we call a pseudo average state at step t. We denote this pseudo average
state F t(m̂(0)) by m̃

(t) = (m̃(t)
1 , ..., m̃

(t)
56 ), and let ñ(t) = (ñ(t)

0 , ..., ñ
(t)
6 ) be a

tuple of average nk computed from m̃
(t).

By comparing ñ(t) for p = 0.27 (before the threshold) and p = 0.3 (after the
threshold), we noticed the following points:

1. For any k ≥ 4, ñ
(t)
k are almost the same between these p values (Figure 5 (a)).

2. Difference appears on ñ
(t)
1 at t = 1500, which is about the time when ñ

(t)
4

becomes small and its decreasing speed gets slower (e.g., Figure 5 (b)).

Notice that making a flip on any variable of penalty k ≥ 4 improves the
situation by reducing the total amount of penalties. So long as there are many
such variables, the algorithm behaves more or less in the same way; on the other
hand, the fate of the execution is determined when the most of such variables
get corrected. It seems important that the state at this point is close enough to
the solution or at least it starts getting closer to the solution.

We obtained a formula for pseudo average states. But, unfortunately, our
formula is not so simple for us to handle it symbolically. There is, however, still
some advantage of having such formula. One important merit is that we can
now easily change (some of the) parameters, which may not be easy in the real
execution or even in the simulation. For example, we can easily compute average

3 For this approximation, we have some error bound [Wat05] and it is good for the
simplest case; unfortunately, however, a good bound for the general case is still open,
and in this paper we will rely on experimental justification.
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Fig. 5. Average number of var.s of each penalty

states for much larger n; this computation time is essentially independent from
n. In fact, it is not so hard to see the following relation holds:

3. For any c ≥ 1, let M̃
(t)

be a pseudo average computed for our Markov process

with size parameter cn. Then we have m̃
(t) ≈ M̃

(ct)
/c.

Thus, if we accept our approximations, we can expect that the above observa-
tions hold not only on n = 6000 but also on any sufficiently large n. Furthermore,
we may claim that the choice of weights W (k) can be independent from n.

4 Greedy Local Search Algorithm for 3-SAT

Here we study a greedy local search algorithm for 3-SAT. As mentioned in Intro-
duction, the standard greedy algorithm usually gets trapped by a local minimum;
but we can avoid this problem by the soft decision version — SoftGreedySAT,
which we will study in this section.

First let us compare the executions of SoftGreedySAT and RandomWalkSAT.
Figure 6 (a) shows typical executions of these algorithms. Here again we fix
n = 6000 in our experiments. The graph shows how n0, the number of sat.
clauses grows4. The greedy seems a bit faster during earlier steps, but then it
gets slower and it obtains the satisfying assignment almost at the same step.

Now we apply again our first approximation step, i.e., simulation by a Markov
process. Though slightly different, we can take essentially the same approach
and use a tuple of numbers, each of which denotes the number of var.s of a
certain configuration. Interestingly, however, this same approach does not work.
Figure 6 (b) shows the comparison between a real execution and a simulation
by our relatively simple Markov process. In the simulation, the value of n0 is
improved slightly faster; it is also noticed that the improvement is smoother.

Note that in 3-SAT there are not so many variables with high penalty; ini-
tially, most variables have penalty ≤ 3 and there are less than 200 var.s with
4 Here again some sat. assignment should be obtained when n0 reaches to n; but for

3-SAT, such sat. assignments are usually different from the planted solution.



24 O. Watanabe

2500

3000

3500

4000

4500

5000

5500

6000

0 500 1000 1500 2000 2500 3000 3500 4000
2500

3000

3500

4000

4500

5000

5500

6000

0 500 1000 1500 2000 2500 3000 3500 4000

(a) SoftGreedySAT (left line) (b) SoftGreedySAT (right line)
vs. RandomWalkSAT (right line) vs. simulation (left line)

Fig. 6. n0 vs. step t

penalty ≥ 4, where n = 6000. (Cf. A typical 3-XOR-SAT instance has about
1500 var.s with penalty ≥ 4.) Thus, we can expect that the algorithm fixes
these high penalty variables soon. Then some variables may be chosen as a flip
variable for several times. Due to this, the independence of flip variables is de-
stroyed, which prevents the execution follows the simulation where complete
independence is assumed.

From this consideration, we introduce the following additional restriction.

Flip Once Rule:
When choosing a flip variable, give a priority to variables that
have not been chosen before. More specifically, so long as there
are some untouched variable with penalty > 0, such variable is
chosen first. Then at the point when no such variable exists, the
execution is switched back to the standard greedy.
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Then as shown in Figure 7 (a), the execution of the algorithm becomes quite
close to the one defined by the Markov process. Furthermore, this improves the
efficiency of SoftGreedySAT; the running time is reduced almost half of the origi-
nal. Intuitively, a Markov process gives an ideal execution; thus, by removing an
obstacle that prevents actual executions to follow the execution of an appropri-
ately defined Markov process, we may be able to improve the efficiency of greedy
algorithms.

Note, however, this improvement has some limitation. The same trick does
not work for the (3,9)-SAT problem (Figure 7 (b)). Although the execution gets
close to the one by the Markov process, this does not lead to any improvement.
This is because the greedy search cannot reach to an appropriate assignment for
getting a solution when it runs out untouched and high penalty variables.
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Abstract. We consider a cascade model of N different processors per-
forming a distributed parallel simulation. The main goal of the study
is to show that the long-time dynamics of the system have a cluster
behaviour. To attack this problem we combine two methods: stochastic
comparison and Foster–Lyapunov functions.

1 On Probabilistic Models of Parallel Simulations

The present paper contains the probabilistic analysis of some mathematical
model of asynchronous algorithm for parallel simulation. For the detailed dis-
cussion of synchronization issues in parallel and distributed algorithms we refer
to [1,11]. Here we give only a brief description of the problem. In large-scale paral-
lel computation it is necessary to coordinate the activities of different processors
which are working together on some common task. Usually such coordination
is implemented by using a so-called message-passing system. This means that a
processor shares data with other processors by sending timestamped messages.
Between sending or receiving the messages the processors work independently.
It can happen that till the moment of receiving of a message some processor
can proceed farther in performing its program than the value of timestamp in-
dicated in this newly received message; in this case the state of the processor
should be rolled back to the indicated value. It is clear that due to possible roll-
backs the mean speed of a given processor in the computing network will be
lower than its proper speed. One of the most important performance charac-
teristics of the system is the progress of the computing network on large time
intervals.

Probabilistic models for such system are studied for already twenty years.
From the probabilistic point of view these models consist of many relatively
independent components which synchronize from time to time their states ac-
cording to some special algorithm. The detailed review of all existing publications
is out of range of this paper. We would like to mention only that the bibliog-
raphy on this subject consists mostly of two groups of papers. The first group
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of publication [2,6,9,10,12,13] is devoted to the case of two processors. The pa-
per [2] is of special interest since it contains an exhaustive basic analysis of the
two-dimensional model and had a big influence on further researches. The case
of many processors is studied in [3,4,5,8,9,14,15]. The important difference of
such models from the two-dimensional case is that in realistic models with more
than two processors one message can provoke a multiple rollback of a chain of
processors. Since the multi-dimensional model is much more complicated for a
rigorous study, in the above papers the authors dealt with the set of identical
processors and their mathematical results are contained in preparatory sections
before large numerical simulations.

It should be noted also that probabilistic models with synchronization mech-
anism are interesting also for modeling database systems (see for example, [1]).
Moreover, now the synchronization-like interactions are considered as well in the
framework of interaction particle systems [16,17,18].

The model considered in the present paper is of special interest for the fol-
lowing reasons. We deal with a nonhomogeneous model which consists of several
different processors. We consider the case of message-passing topology different
from the topology of complete graph which was considered in all previous pa-
pers. Our main interest is the cascade model which pressuposes a subordination
between processors. We put forward a conjecture on the cluster behavior of the
system: processors can be divided into separated groups which are asymptotically
independent and have their own proper performance characteristics. Our main
goal is to justify this conjecture. It should be pointed out that in the case of the
complete graph topology the cluster decomposition into groups is degenerated
and, thus, is not interesting.

We describe our model in terms of multi-dimensional continuous time Markov
process. To get asymptotical performance characteristics of the model we com-
bine two probabilistic methods: stochastic comparison and Foster–Lyapunov
functions.

The paper is organized as follows. In Sect. 2 we introduce a general contin-
uous time Markov model and define a cascade model as a special subclass of
the general model. In Sect. 3 we pass to the embedded Markov chain. The main
problem is now to study a long-time behavior of Markov chain with highly non-
homogeneous transition probabilities. To do this we consider relative coordinates
and find groups of processors whose evolution is ergodic (it convergences to a
steady state) in these relative coordinates. In our opinion the method of Foster-
Lyapunov functions seems to be the only one to prove the stability in the relative
coordinates for the Markov chain under consideration. First of all in Sect. 5 we
begin from the case of two processors (N = 2) and the analysis here is rather
simple and similar to [2]. In the study of the three-dimensional case (Sect. 7) the
main point is the proof of ergodicity. We propose an explicit construction of some
nonsmooth Foster-Lyapunov function. Our construction is rather nontrivial as it
can be seen by comparing it with already existing explicit examples of Lyapunov
functions (see [7]). All this analysis brings us to some conclusions presented in
Sect. 8. This section contains the decomposition into groups (clusters) in the case
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of the cascade model with any number of processors N and our main Conjec-
ture 5. We show that the proof of this conjecture could be related with progress
in explicit construction of multi-dimensional Foster-Lyapunov functions. Analy-
sis of random walks in Zn

+ (which was done in [7]) shows that, in general, this
technical problem may be very difficult. In the next papers we hope to overcome
these difficulties by using specific features of our concrete Markov processes.

2 Description of Continuous Time Model

2.1 General Model

We present here some mathematical model for parallel computations. There are
N computing units (processors) working together on some common task. The
state of a processor k is described by an integer variable xk ∈ Z which is called
a local (or inner) time of the processor k and has a meaning of amount of job
done by the processor k up to the given time moment.

Assume that the state (x1, x2, . . . , xN ) of the system evolves in the continu-
ous time t ∈ R+. Any change of the state is possible only at some special ran-
dom time instants. Namely, with any processor k we associate a Poissonian flow
Πk =

{
0 = σk

0 < σk
1 < · · · < σk

n < · · ·
}

with intensity λk and with a pair (k, l) of
processors we associate a Poissonian flowΠkl =

{
0 = σkl

0 < σkl
1 < · · · < σkl

n < · · ·}
with intensity βkl. This means, for example, that

{
σk

n − σk
n−1
}∞

n=1 is a sequence
of independent exponentially distributed random variables with mean λ−1

k : ∀n =
1, 2, . . . P

{
σk

n − σk
n−1 > s

}
= exp (−λks), and similarly for the flows Πkl. We

also assume that all these flows Πk and Πkl are mutually independent.
Let us now define a stochastic process (X(t) = (x1(t), . . . , xN (t)) , t ∈ R+)

on the state space ZN according to the following rules:
1) At time instants σk

n the processor k increases its local time xk by 1:

xk(σk
n + 0) = xk(σk

n) + 1 .

2) There is an exchange of information between different processors. At time
instant σkl

i the processor k sends a message m(xk)
kl to the processor l. We assume

that the messages reach their destination immediately. A message m(xk)
kl coming

to node l from node k contains an information about local time xk(σkl
i ) = xk of

the sender k. If at the time instant σkl
i (when the message m(xk)

kl arrives to the
node l) we have xl(σkl

i ) > xk(σkl
i ) then the local time xl rolls back to the value

xk: xl(σkl
i + 0) = xk(σkl

i ). Moreover, if the processor l rolls back, then all mes-
sages sent by the processor l during the time interval I = (θl(xk, σ

kl
i ), σkl

i ), where
θl(x, u) := max {s ≤ u : xl(s) = x, xl(s+ 0) = x+ 1} , σkl

i ),should be eliminated
This may generate a cascading rollback of local times for some subset of proces-
sors. For example, assume that there is a processor q which received a message
m

(x′
l)

lq at some time instant s′ ∈ I and xq(σkl
i ) > xl(s′) = x′l. Then the local

clock of q should be rolled back to the value xl(s′): xq(σkl
i + 0) = xl(s′) and,

moreover, all messages sent by q during the interval I = (θq(xl(s′), σkl
i ), σkl

i )
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should be deleted, and so on. Hence, at time instant σkl
i a message from k to l

can provoke a multiple rollback of processor l, q, . . . in the system.

2.2 Cascade Model

From now we shall consider the following special subclass of the above general
model. A chain of processors 1, 2, . . . , N is called a cascade if any processor j can
send a message only to its right neighbour j + 1. Hence, the processor N does
not send any message and the processor 1 does not receive any message. In other
words, βij �= 0 ⇔ (j = i+1). A message sent from j to j+1 can provoke a cascad-
ing rollback of processors j+2, . . . . Recall that all above time intervals are expo-
nentially distributed and assumed to be independent. Obviously, the stochastic
processX(N)

c (t) = (x1(t), . . . , xN (t) ) is Markovian. A very important property is
that any “truncated” marginal process X(N1)

c (t) = (x1(t), . . . , xN1(t) ), N1 ≤ N ,
is also Markovian.

Assume that for any j the following limit

v∗j = lim
t→+∞

xj(t)
t

(in probability) (1)

exists. Then the numbers v∗j , j = 1, . . . , N , characterize performance of the
model. In this paper we propose an approach for proving the existence of these
limits. We present here not only rigorous results in the final form (Theorems 3, 4
and 7) but also some conjectures (Sect. 8) which should be considered as starting
points for future studies.

Note that if we uniformly transform the absolute time scale t = cs, where
c > 0 is a constant and s is a new absolute time scale, the performance charac-
teristics (1) will not change.

3 Definition of the Discrete Time Cascade Model

Consider a sequence 0 = τ0 < τ1 < τ2 < · · · < · · · of time moments when
changes of local time at nodes may happen (we mean local time updates and
moments of sending of messages). It is clear that {τr+1 − τr}∞r=0 is a sequence
of independent identically distributed r.v. having exponential distribution with
parameter

Z =
N∑

i=1

λi +
N−1∑
i=1

βi,i+1 .

Observing the continuous time Markov process (x1(t), . . . , xN (t)) at epochs τn we
get the so-called embedded discrete time Markov chain {X(n), n = 0, 1, . . .} with
state space ZN

+ . In the sequel we will be interested in the long-time behaviour
of the chain {X(n), n = 0, 1, . . .}.

Transition Probabilities. In the MC {X(n), n = 0, 1, . . .} there are transitions
produced by the free dynamics and transitions generated by rollbacks. By the
free dynamics we mean updating of local times
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P {X(n+ 1) = x+ ej |X(n) = x} = λjZ
−1, j = 1, . . . , N ,

where ej = (0, . . . , 0, 1
j
, 0, . . . , 0). It is easy to see that if a state x = (x1, . . . , xN )

is such that for some j xj < xj+1 then a message sent from j to j + 1 produces
a transition of the following form

(x1, . . . , xj , xj+1, . . . , xl, xl+1, . . . , xN ) → (x1, . . . , xj , wj+1, . . . , wl, xl+1, . . . , xN )
(2)

with probability

Z−1βj,j+1

l−1∏
q=j+1

p(wq , xq;wq+1, xq+1) × (1− bl)min(xl,xl+1−1)−wl+1
, (3)

where

– sequence (wj+1, . . . , wl) is admissible in the following sense:

j < l ≤ N, wj+1 = xj wq ≤ wq+1 ≤ min (xq, xq+1 − 1) , (j < q < l)

– p(wq, xq;wq+1, xq+1) = bq (1− bq)wq+1−wq

– bq =
λq

λq + βq,q+1
, q < N .

Here bq is the probability of an event that processor q in state xq sends at least
one message to q + 1 before updating its state xq → xq + 1. For q = N we put
bN = 0. So in the case l = N the probability (3) takes the form

Z−1βj,j+1

N−1∏
q=j+1

p(wq, xq;wq+1, xq+1) .

Relative Coordinates. Note that the first processor x1(t) evolves independently of
other processors. It is useful to introduce new process Yc(t) = (y2(t), . . . , yN (t)) ∈
ZN−1 in relative coordinates as viewing by an observer sitting at the point x1(t):

yj(t) := xj(t)− x1(t), j = 2, . . . , N .

In a similar way we define Y (n) = Yc(τn), n = 0, 1, . . . . The free dynamics
produce the following transitions of Y (n):

P {Y (n+ 1) = y + ej |Y (n) = y} = λjZ
−1, j = 2, . . . , N , (4)

P
{
Y (n+ 1) = y −∑N

j=2ej |Y (n) = y
}

= λ1Z
−1 . (5)

Since rollback does not affect on the first processor the corresponding transitions
have the same form and the same probabilities as (2) and (3).
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4 Stochastic Monotonicity

All statements of this section are valid for the both Markov processes X(N)
c (t),

t ∈ R+, and X(n), n ∈ Z+. For the sake of brevity we give here results only for
the continuous time model X(N)

c (t).

Theorem 1. Consider two cascade models (say X(n)
c,1 (t) and X(n)

c,2 (t)) with proces-
sors 1, 2, . . . , n and parameters λ1, . . . , λn and β(1)

12 , β
(1)
23 , . . . , β

(1)
n−1,n for the first

model X(n)
c,1 (t) and parameters λ1, . . . , λn and β(2)

12 , β
(2)
23 , . . . , β

(2)
n−1,n for the sec-

ond model X(n)
c,2 (t). Assume that β(1)

i,i+1 ≤ β
(2)
i,i+1 ∀i . Then X(n)

c,1 is stochastically
larger than X

(n)
c,2 , that is: if X(n)

c,1 (0) = X
(n)
c,2 (0) then X

(n)
c,1 (t) ≥st X

(n)
c,2 (t) for

any t. 1

Proof may be given by a standard explicit coupling construction of the processes
X

(n)
c,1 (t) and X

(n)
c,2 (t) on the same probability space. The following fact should

be used: a Poisson flow with intensity β(1)
12 can be obtained from a Poisson flow

with intensity β(2)
12 in which any point (independently from other) is killed with

probability 1− β(1)
12 /β

(2)
12 .

Corollary 2 (Solid barriers). Fix some 1 ≤ r1 < r2 < · · · < rb < n and con-
sider two cascade models: X(n)

c,1 (t) with parameters
(
λ1, . . . , λn ; β(1)

12 , . . . , β
(1)
n−1,n

)
and X(n)

c,2 (t) with parameters
(
λ1, . . . , λn ; β(2)

12 , . . . , β
(2)
n−1,n

)
, where

β
(2)
i,i+1 = β

(1)
i,i+1 ∀i �∈ {r1, . . . , rb} , β

(2)
i,i+1 = 0 ∀i ∈ {r1, . . . , rb} .

We can say that the model X(n)
c,2 (t) differs from the model X(n)

c,1 (t) by the presence
of b solid barriers between processors r1 and r1 + 1, . . . , rb and rb + 1. Then by
Theorem 1 we have that X

(n)
c,1 (t) ≤st X

(n)
c,2 (t) .

5 Case N = 2

We start with the Markov chain X(2)
c (t). Since processor 1 works independently,

it is enough to consider the Markov chain Y (2)
c (t) = x2(t)− x1(t).

Taking in mind the remark at the end of Subsect. 2.2, for brevity of notation
let us rescale absolute time in such a way that Z = 1. Then the Markov chain
Y (n) has the following transition probabilities

pi,i+1 = λ2, pi,i−1 = λ1, pi,0 = β12 (i ≥ 0), pi,i = β12 (i < 0)

and pi,j = 0 for any another pair i, j .

1 It means that there exists a coupling
(
X̃

(n)
1 (t, ω), X̃

(n)
2 (t, ω)

)
of stochastic processes

X
(n)
1 (t) and X

(n)
2 (t) such that P

{
ω : X̃

(n)
1 (t, ω) ≥ X̃

(n)
2 (t, ω) ∀t

}
= 1. If w, z ∈ Rn

we say w ≥ z if wi ≥ zi for all i = 1, . . . , n (partial order).
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Theorem 3. If λ1 < λ2 then the Markov chain Y (n) is ergodic and we have
v∗1 = v∗2 = λ1. If λ1 > λ2 then the Markov chain Y (n) is transient and we have
v∗1 = λ1, v∗2 = λ2.

Proof. The Markov chain Y (n) is one-dimensional and its analysis is quite easy.
To establish ergodicity under assumption λ1 < λ2 we use the Foster-Lyapunov
criterion (Theorem 8, see Appendix) with test function f(y) = |y|, y ∈ Z. This
implies that x2(t) − x1(t) has a limit in distribution as t → ∞. Recall that
x1(t) is a Poissonian process hence the limit v∗1 = lim

t
t−1x1(t) = λ1 exists (in

probability). It follows from this that v∗2 = lim
t
t−1x2(t) = λ1.

Under assumption λ1 > λ2 we get transience by choosing the function
f(y) = min(eδy, 1), y ∈ Z, where we fix sufficiently small δ > 0, and apply-
ing Theorem 9 from Appendix. Therefore any trajectory of Y (n) spends a finite
time in any prefixed domain {y ≥ C} entailing lim

t→∞x2(t) − x1(t) = −∞ (a.s.).
It means that after some time, the messages from 1 to 2 can not produce roll-
backs anymore, so x1(t) and x2(t) become asymptotically independent and hence
v∗2 = lim

t
t−1x2(t) = λ2.

6 Case N = 3

Theorem 4. Four situations are possible.

1. If λ1 < min (λ2, λ3) then v∗1 = v∗2 = v∗3 = λ1.
2. If λ2 > λ1 > λ3 then v∗1 = v∗2 = λ1, v∗3 = λ3.
3. If λ2 < min (λ1, λ3) then v∗1 = λ1, v∗2 = v∗3 = λ2.
4. If λ1 > λ2 > λ3 then v∗1 = λ1, v∗2 = λ2, v∗3 = λ3.

Items 2, 3 and 4 can be reduced in some sense to the results of the case N = 2
(see Theorem 3). We prove them in the current section. Proof of the item 1
is much more intricate and relies heavily on the construction of an adequate
Lyapunov function needing lengthy developments deferred to Sect. 7.

Proof of Theorem 4 (items 2–4). We start from the item 2: λ2 > λ1 > λ3.
Since the first two processors are governed by the Markov chain X(2)

c (t) and do
not depend on the state of processor 3 we apply Theorem 3 and conclude that
X

(2)
c (t) is ergodic and v∗1 = v∗2 = λ1.
Let us compare the following two cascade models

X(3)
c (t) : 1

β1,2−→ 2
β2,3−→ 3 and X

(3)
c,2 (t) : 1

β1,2−→ 2 0−→ 3

(parameters λ1, λ2 and λ3 are the same for the both modelsX(3)
c (t) andX(3)

c,2 (t) ).
In the model X(3)

c,2 the groups of processors {1, 2} and {3} evolve independently.
Evidently, an asymptotic speed of processor 3 in the model X(3)

c,2 exists and is
equal to λ3. By Corollary 2 X(3)

c (t) ≤st X
(3)
c,2 (t). Hence in the model X(3)

c an
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asymptotic speed of the processor 3 is not greater than λ3. Let us show now
that the inferior limit lim inf

t→+∞ t−1x3(t) can not be less than λ3. Indeed, since

λ3 < λ1 we conclude that there exists a random time moment τ0 depending
on X(3)

c (0) such that for all t ≥ τ0 the both coordinates x1(t) and x2(t) of the
process X(3)

c (t) will be greater than its third coordinate x3(t). So after the time
τ0 a message from 2 to 3 can not roll back anymore the processor 3. We see that
with probability 1 the processor 3 gets only a finite number of rollbacks from
the processor 2 on the time interval [0,+∞). Hence the asymptotic speed of the
third processor in the cascade system X

(3)
c coincides with its proper asymptotic

speed which is equal to λ3.
Items 3 and 4 can be considered in a similar way. Note that the item 3 consists

of two subcases: λ1 > λ3 > λ2 and λ3 > λ1 > λ2. We omit details.

7 Explicit Construction of Lyapunov Function

In this section we prove the item 1 of Theorem 4. Recall that our key assumption
here is λ1 < λ2, λ1 < λ3. The main idea is to prove that the Markov chain Y (n)
is ergodic. To do this we apply the Foster-Lyapunov criterion (see Theorem 8 in
Appendix). As in the case of Theorem 3 ergodicity of Y (n) implies that v∗j = λ1,
j = 1, 2, 3 .

7.1 Transition Probabilities

Consider the embedded Markov chain Y (n). A stochastic dynamics produced by
this Markov chain consists of two components: transitions generated by the free
dynamics and transitions generated by rollbacks. For each transition probability
pαβ , α �= β, we have the following representation: pαβ = sαβ+rαβ , where sαβ ≥ 0
corresponds to a transition α → β which occurs due to the free dynamics and
rαβ ≥ 0 corresponds to a rollback transition α→ β.

λ1

λ2

y3

y2

2 → 3

2 → 3

1 → 2

1 → 2 → 3

1 → 2 → 3λ3
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Taking into account the remark at the end of Subsect. 2.2, without loss of
generality we assume that the time is rescaled in such way that Z = 1. This
slightly simplifies notation for transition probabilities. For example, the free
dynamics transitions (4)–(5) are equal to λ2, λ3 and λ1 correspondingly. On the
above figure we show all non-zero transitions α → β, (α �= β). It is true, of
course, that pαα = 1 −∑β �=α pαβ , but it is useless to put this information on
the picture. Below we give the explicit form of rollback transition probabilities:

1→ 2 : ryz = β12 for 0 < y2

2→ 3 : ryz = β23 for y2 < y3

1 → 2→ 3 : ryz =
{
β12 (1− b2)z3 b2, z3 < y3
β12 (1− b2)y3 , z3 = y3

for 0 < y3 ≤ y2

1 → 2→ 3 : ryz =
{
β12 (1− b2)z3 b2, z3 ≤ y2
β12 (1− b2)y2+1

, z3 = y3
for 0 < y2 < y3

where y = (y2, y3), z = (z2, z3).

7.2 Contour of Level 1

Fix some a > 0 and b > 0. In the plane Oy2y3 consider the ellipse e(y2, y3) =
ay2

2 + b (y2 − y3)2 = 1 and draw a tangent line to it with normal vector (−∆, 1).
Evidently, there exist two tangent lines with the same normal vector (−∆, 1).
If ∆ > 0 is sufficiently large then one of this tangent line touches the ellipse at
some point T3 of the domain y2 < 0, y3 < 0. Take a segment on this line from the
point T3 to a point K3 = (0, u3) of intersection with coordinate axis Oy3. Now
let us draw tangent lines to the ellipse corresponding to a normal vector (1,−∆).
If ∆ > 0 is sufficiently large, then one of these lines touches the ellipse at some
point T2 of the domain y3 < 0. Let us take this tangent line and fix a segment
on it from the point T2 to a point K2 = (u2, 0) of intersection with coordinate
axis Oy2. It is evident that [K2K3] = R2

+ ∩ {(y2, y3) : y2/u2 + y3/u3 = 1}.
y3

y2K2

K3

T3

T2
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Let us consider now a closed contour L, consisting of subsequently joined
segment K3K2, segment K2T2, arc T2T3 of the ellipse and segment T3K3. This
contour has the following property: any ray of the form{cv, c > 0}, where v ∈ R2,
v �= 0, has exactly one common point with the contour L.

We denote by n(y) the outer normal unitary vector of the contour L corre-
sponding to the point y ∈ L, n(y) is well defined at all points of L except the
points K2 and K3 and, moreover, this function is continuous on L except the
points K2 and K3. The behaviour of n(y) on the arc T2T3 is of prime interest:

n(y) =
∇e(y)
‖∇e(y)‖ , ∇e(y) = 2( ay2+b(y2−y3),−b(y2−y3) ), y ∈ T2T3 ⊂ L.

It is easy to see that n(y) = n(T2) for y ∈ (K2T2], n(y) = n(T3) for y ∈ [T3K3)
and n(y) =

(
u−1

2 , u−1
3

)
for y ∈ (K3K2). For the sequel it is important to point

out the following points of the arc T2T3: y(3) = (−a−1/2,−a−1/2) and y(2),{
y(2)
}

= T2T3 ∩
{
y
(2)
3 = a+b

b y
(2)
2

}
. Obviously, both points belong to the domain

{y2 < 0, y3 < 0}. It is easy to check that n(y(2))‖Oy3, n(y(3))‖Oy2 .
7.3 Definition of Function ϕ and the Foster Conditions

For any point (y2, y3) ∈ R2\{0} define ϕ(y2, y3) > 0 such that
(y2, y3)
ϕ(y2, y3)

∈ L .

For (y2, y3) = 0 we put ϕ(0, 0) = 0. The function ϕ(y2, y3) is well-defined and
has the following properties:
– ϕ : R2 → R+ (positivity)
– ϕ(ry2, ry3) = rϕ(y2, y3), r > 0, (homogeneity)
– L = {y : ϕ(y) = 1}.

To finish the proof it is sufficient to check that the above defined function ϕ(x)
satisfies to the conditions of the Foster criterion (see Appendix). From the point
of view of transition probabilities there are four different domains to consider:

E− := {y = (y2, y3) : min(y2, y3) < 0} , E1,2 := {y2 > 0, y3 = 0},
E1 := {y = (y2, y3) : y2 > 0, y3 > 0} , E1,3 := {y2 = 0, y3 > 0} .

This is a technical job and we omit details.

8 Conclusions, Conjectures and Perspectives

We shall always assume that all λ1, . . . , λN are different. Define a function
�(m) := min

i≤m
λi . Level sets of the function � generate a partition of the set

{1, . . . , N}. Namely, there exists a sequence j1 = 1 < j2 < · · · < jK < jK+1 =
N + 1 such that the set of all processors can be divided into several noninter-
secting groups

{1, . . . , N} =
⋃

k=1,K

Gk , (6)

Gk := {jk, jk + 1, . . . , jk+1 − 1} , �(jk−1) > �(jk) = · · · = �(jk+1−1) > λjk+1 .
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Taking into account Theorems 3 and 4 and the above notion of groups of
processors we put forward the following conjecture.

Conjecture 5. Assume that all λ1, . . . , λN are different. Then for any j the

following limit v∗j = lim
t→+∞

xj(t)
t

exists and v∗j = �(j).

Therefore this conjecture entails v∗j = �(jk) for j ∈ Gk. If for some k the
group Gk consists of more than one processor we may say that the processors of
the group Gk are synchronized.

Remark 6 (On monotone cases). If λ1 < · · · < λN then v∗j = λ1 for any j.
If λ1 > · · · > λN then for all j we have v∗j = λj .

Let us discuss briefly perspectives of rigorous proof of the above conjecture
for large values of N . In fact, we have already proved this conjectures for a wide
class of cascade models.

Theorem 7. Assume that all λ1, . . . , λN are different and a partition (6) of the
set of processors {1, . . . , N} is such that |Gk| ≤ 3 for all k. Then the limits

v∗j = lim
t→+∞

xj(t)
t

exist and v∗j = �(j).

The proof of this statement is just a combination of the result of Theorem 4
(item 1) and arguments of the proof of items 2-4 of Theorem 4. We will not
pursue further.

So the key to the proof of Conjecture 5 consists in generalization of item 1
of Theorem 4. As it was seen in Sect. 7, a possible way of such generalization is
an explicit construction of Foster-Lyapunov function in high dimensions. This
seems to be a difficult technical problem which is out of scope of this paper.
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A Appendix

Let (ξn, n = 0, 1, . . .) be a countable irreducible aperiodic Markov chain with the
state space A. We use the following Foster criterion.

Theorem 8 ([7]). The Markov chain ξn is ergodic if and only if there exists a
positive function f(α), α ∈ A, a number ε > 0 and a finite set A ∈ A such that

1) E (f(ξn+1) | ξn = y)− f(y) < −ε for all y �∈ A,
2) E (f(ξn+1) | ξn = y) < +∞ for all y ∈ A.

The following theorem give a criterion of transience.

Theorem 9 ([7]). The Markov chain is transient, if and only if there exists a
positive function f(α) and a set A such that the following inequalities are fulfilled

E (f(ξm+1) | ξm = αi)− f(αi) ≤ 0, ∀αi �∈ A,
f(αk) < inf

αj∈A
f(αj), for at least one αk �∈ A.
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Abstract. In the paper a totally polynomial algorithm for construction
of the set of irreducible partial covers for the major part of set cover
problems is considered.
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1 Introduction

Set cover problem arises often in areas of computer science connected with analy-
sis of data sets. In particular, problems of construction of minimal tests [2],
decision rules and reducts [5] can be represented as set cover problems.

The paper is devoted to investigation of partial covers. If a data set contains
noise then exact covers can be ”over-learned” i.e. depend essentially on noise. If
we see on constructed covers as on a way for knowledge representation [7] then
instead of large exact covers it is more appropriate to work with small partial
covers which cover the major part of elements.

Let A be a set with n elements and S be a family of m subsets of A. We con-
sider so-called t-covers for the set cover problem (A,S). A t-cover is a subfamily
of S, subsets from which cover at least n− t elements from A. A t-cover is called
irreducible if each proper subset of this cover is not a t-cover. We study the
problem of construction of all irreducible t-covers for a given set cover problem.
This problem is connected, in particular, with the evaluation of importance of
attributes in decision tables.

We prove that if t = 3 �log2m� and n = �mα�, where α is a positive real
number, then there is no polynomial algorithm which for the major part of
set cover problems constructs all irreducible t-covers, but there exists a totally
polynomial algorithm which constructs all irreducible t-covers for the major
part of set cover problems. Totally polynomial means that the algorithm has
polynomial time complexity depending on total length of input and output.
Note that this algorithm not only finds all irreducible t-covers but also identifies
the characteristic function for the set of t-covers which is a monotone Boolean
function.

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 38–44, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



On Construction of the Set of Irreducible Partial Covers 39

The problem of identification of monotone Boolean function is the following:
for a monotone Boolean function f(x1, . . . , xm) (usually given by oracle) it is
required to find the set minT (f) of minimal true vectors and the set maxF (f)
of maximal false vectors [1]. Totally polynomial algorithms for this problem solv-
ing (algorithms with polynomial time complexity depending on m, |minT (f)|
and |maxF (f)|) are unknown. In [6] it was shown that there exists a totally
polynomial algorithm which identifies almost all monotone Boolean functions.
This algorithm is based on a totally polynomial algorithm for so-called k-tight
monotone Boolean functions [4], and on the fact discovered in [3]: for almost
all monotone Boolean functions all minimal true vectors and all maximal false
vectors are located on only three layers of Boolean m-cube which are closed to
central layers (with near to m

2 units in each vector).
It must be noted that for almost all of the considered set cover problems in

characteristics functions for the set of t-covers all minimal true vectors and all
maximal false vectors are located on lower layers of Boolean m-cube (with at
most 2 �α log2m� units in each vector).

2 Main Notions

Let A = {a1, . . . , an} be a nonempty finite set in which elements are enumerated
by numbers 1, . . . , n, and S = {B1, . . . , Bm} be a family of subsets of A in which
subsets are enumerated by numbers 1, . . . ,m. It is possible thatB1∪. . .∪Bm �= A,
and subsets from S with different numbers are equal. The pair (A,S) will be
called a set cover problem.

There is one-to-one correspondence between such set cover problems and
tables with n rows and m columns filled by numbers from {0, 1}. The problem
(A,S) corresponds to the table which for i = 1, . . . , n and j = 1, . . . ,m has 1
at the intersection of i-th row and j-th column if and only if ai ∈ Bj . So the
number of different set cover problems (A,S) such that A contains n elements
and S contains m subsets is equal to 2mn.

Let t be a natural number. A subfamily Q = {Bi1 , . . . , Bik
} of the family S

will be called a t-cover for (A,S) if

|Bi1 ∪ . . . ∪Bik
| ≥ |A| − t .

The number k will be called the cardinality of the considered t-cover. A
t-cover will be called irreducible if each proper subset of this t-cover is not a
t-cover.

3 On the Set of t-Covers

In this section we prove that if t = 3 �log2m� then for the major part of set
cover problems (A,S) any k subsets from S form a t-cover and any r subsets
from S do not form a t-cover where k is near to 2 log2 n and r is near to log2 n.
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Theorem 1. Consider set cover problems (A,S) such that A = {a1, . . . , an}
and S = {B1, . . . , Bm}. Let t = 3 �log2m� and k = 2 �log2 n�. Then the relative
number of set cover problems for which any k subsets from S form a t-cover is
at least

1− 1
2�log2 m��log2 n�+�log2 n� .

Proof. Consider tables with n rows and m columns filled by numbers from {0, 1}.
Fix k columns and t + 1 rows. The number of tables which have only 0 at the
intersection of considered rows and columns is equal to 2mn−k(t+1). There are at
most mk variants for the choice of k columns. There are at most nt+1 variants
for the choice of t + 1 rows. Therefore the number of tables which have only 0
at the intersection of some k columns and some t+ 1 rows is at most

2mn+k log2 m+(t+1) log2 n−k(t+1) ≤ 2mn−�log2 m��log2 n�−�log2 n� .

Last number is an upper bound on the number of set cover problems (A,S) for
which there exist k subsets from S that do not form a t-cover. Therefore the
relative number of set cover problems for which any k subsets from S form a
t-cover is at least

2mn − 2mn−�log2 m��log2 n�−�log2 n�

2mn
= 1− 1

2�log2 m��log2 n�+�log2 n� . 	

Theorem 2. Consider set cover problems (A,S) such that A = {a1, . . . , an}
and S = {B1, . . . , Bm}. Let t = 3 �log2m�, m ≥ 2, n > t,

r = �log2(n− t)− log2 5− log2 �log2m� − log2 �log2 n��

and r > 0. Then the relative number of set cover problems for which any r
subsets from S do not form a t-cover is at least

1− 1
2�log2 m��log2 n�+�log2 m� .

Proof. Consider tables with n rows and m columns filled by numbers from {0, 1}.
Fix r columns and t rows. Let us evaluate the number of tables in which there
are no rows (with the exception, maybe, of the fixed t rows) that have only 0
at the intersection with the considered r columns. The number of such tables is
equal to

2mn−r(n−t)(2r − 1)n−t = 2mn

(
2r − 1

2r

)n−t

= 2mn

(
2r − 1

2r

)2r n−t
2r

.

Using well known inequality
(

c−1
c

)c ≤ 1
e , which holds for any natural c, obtain

2mn

(
2r − 1

2r

)2r n−t
2r

≤ 2mn−n−t
2r .
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There are at most mr variants for the choice of r columns. There are at
most nt variants for the choice of t rows. Therefore the number of tables which
have r columns and n − t rows such that among the considered rows there is
no row with only 0 at the intersection with the considered r columns is at most
2mn+r log2 m+t log2 n−n−t

2r . It is clear that

n− t
2r

≥ (n− t)5 �log2m� �log2 n�
(n− t) = 5 �log2m� �log2 n� ,

r ≤ �log2 n� − 1 and r log2m+ t log2 n ≤ 4 �log2m� �log2 n� − �log2m�. Hence

2mn+r log2 m+t log2 n−n−t
2r ≤ 2mn−�log2 m��log2 n�−�log2 m� .

Last number is an upper bound on the number of set cover problems (A,S) for
each of which there exist r subsets from S that form a t-cover. Therefore the
relative number of set cover problems for which any r subsets from S do not
form a t-cover is at least

2mn − 2mn−�log2 m��log2 n�−�log2 m�

2mn
= 1− 1

2�log2 m��log2 n�+�log2 m� . 	


Corollary 1. Consider set cover problems (A,S) such that A = {a1, . . . , an}
and S = {B1, . . . , Bm}. Let t = 3 �log2m�, k = 2 �log2 n�,

r = �log2(n− t)− log2 5− log2 �log2m� − log2 �log2 n�� ,

m ≥ 2, n > t and r > 0. Then the relative number of set cover problems for
which any k subsets from S form a t-cover, and any r subsets from S do not
form a t-cover is at least

1− 1
2�log2 m��log2 n� .

4 On the Set of Irreducible t-Covers

Let (A,S) be a set cover problem. Denote by I(A,S, t) the number of irreducible
t-covers for (A,S). In this section we obtain lower and upper bounds on the value
I(A,S, t) for t = 3 �log2m� and for the major part of set cover problems such
that n = �mα�, where α is a positive real number, and m is large enough.

Theorem 3. Consider set cover problems (A,S) such that A = {a1, . . . , an},
S = {B1, . . . , Bm} and n = �mα� where α is a real number and α > 0. Let
t = 3 �log2m� and k = 2 �log2 n�. Then for large enough m the relative number
of set cover problems (A,S) for which any k subsets from S form a t-cover, and

m
α
4 log2 m ≤ I(A,S, t) ≤ m5α log2 m

is at least
1− 1

2�log2 m��α log2 m� .
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Proof. Denote k = 2 �log2 �mα�� and

r = �log2(�mα� − t)− log2 5− log2 �log2m� − log2 �log2 �mα��� .

From Corollary 1 it follows that for large enough m the relative number of set
cover problems for which any k subsets from S form a t-cover, and any r subsets
from S do not form a t-cover is at least

1− 1
2�log2 m��log2�mα�� ≥ 1− 1

2�log2 m��α log2 m� .

Consider an arbitrary set cover problem (A,S) for which any k subsets from S
form a t-cover, and any r subsets from S do not form a t-cover. Let us show that
if m is large enough then

m
α
4 log2 m ≤ I(A,S, t) ≤ m5α log2 m .

It is clear that each t-cover has an irreducible t-cover as a subset. Let Q be an
irreducible t-cover. Let us evaluate the number of t-covers of cardinality k which
have Q as a subset. Let |Q| = p. One can show that r + 1 ≤ p ≤ k. There are
Ck−p

m−p ways to obtain a t-cover of cardinality k from Q by adding subsets from
S. It it clear that Ck−p

m−p ≤ Ck−p
m . If k < m

2 then Ck−p
m ≤ Ck−r

m . Thus, for large
enough m the number of t-covers of cardinality k which have Q as a subset is at
most Ck−r

m .
The number of t-covers of cardinality k is equal to Ck

m. Hence

I(A,S, t) ≥ Ck
m

Ck−r
m

=
(m− k + 1) . . . (m− k + r)

(k − r + 1) . . . k
≥
(
m− k
k

)r

.

For large enough m

m− k
k

=
m− 2 �log2 �mα��

2 �log2 �mα�� ≥ m
1
2 .

Therefore I(A,S, t) ≥ m
r
2 . It is clear that for large enough m the inequality

r ≥ 1
2α log2m holds. Thus, for large enough m

I(A,S, t) ≥ m
α
4 log2 m .

It is clear that the cardinality of each irreducible t-cover is at most k. Therefore
I(A,S, t) ≤ kmk if k < m

2 . One can show that for large enough m the inequality
kmk ≤ m5α log2 m holds. Thus, for large enough m

I(A,S, t) ≤ m5α log2 m . 	


5 On Algorithms for Construction of All Irreducible
t-Covers

Let us consider set cover problems (A,S) such that A = {a1, . . . , an}, S =
{B1, . . . , Bm} and n = �mα� where α is a real number and α > 0. Let



On Construction of the Set of Irreducible Partial Covers 43

t = 3 �log2m� and k = 2 �log2 n�. For a given set cover problem (A,S) it is
required to find all irreducible t-covers for (A,S). The length of input for this
problem is equal to mn ≤ m1+α.

From Theorem 3 it follows that for large enough m the relative number of
set cover problems (A,S) for which any k subsets from S form a t-cover, and

m
α
4 log2 m ≤ I(A,S, t) ≤ m5α log2 m

is at least
1− 1

2�log2 m��α log2 m� .

Thus, there is no polynomial algorithm which for large enough m for the major
part of set cover problems constructs the set of irreducible t-covers.

Let us consider an algorithm which finds all nonempty subfamilies of the fam-
ily S with at most k = 2 �log2 n� subsets, and for each such subfamily recognizes
is this subfamily a t-cover or not. It is clear that this recognition problem can
be solved (for one subfamily) in polynomial time depending on mn. After that
among the considered subfamilies the algorithm chooses all minimal subfamilies
which are t-covers (such subfamilies are irreducible t-covers and correspond to
minimal true vectors of the characteristic function for the set of t-covers) and
all maximal subfamilies which are not t-covers (such subfamilies correspond to
maximal false vectors of the characteristic function for the set of t-covers).

From Theorem 3 it follows that for large enough m for the major part of set
cover problems the algorithm finds all minimal true vectors of the characteristic
function for the set of t-covers (all irreducible t-covers) and all maximal false
vectors of the characteristic function for the set of t-covers.

The considered algorithm for large enough m works with at most kmk sub-
families of S. One can show that kmk ≤ m5α log2 m for large enough m. Using
Theorem 3 we conclude that for large enough m

kmk ≤ (I(A,S, t))20 .

Thus, there exists a totally polynomial algorithm which for large enough m for
the major part of set cover problems constructs the set of irreducible t-covers
and finds all minimal true and all maximal false vectors of the characteristic
function for the set of t-covers.

6 Conclusions

In the paper it is shown that under some assumptions on m, n and t there is no
polynomial algorithm which for the major part of set cover problems (A,S) with
A containing n elements and S containing m subsets constructs all irreducible
t-covers, but there exists a totally polynomial algorithm which for the major
part of considered set cover problems constructs all irreducible t-covers.

Similar results can be obtained for more wide classes of set cover problems
and thresholds t.
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Multiobjective (or multicriteria) optimization is a research area with rich history
and under heavy investigation within Operations Research and Economics in the
last 60 years [1,2]. Its object of study is to investigate solutions to combinatorial
optimization problems that are evaluated under several objective functions –
typically defined on multidimensional attribute (cost) vectors. In multiobjective
optimization, we are interested not in finding a single optimal solution, but
in computing the trade-off among the different objective functions, called the
Pareto set (or curve) P , which is the set of all feasible solutions whose vector of
the various objectives is not dominated by any other solution.

Multiobjective optimization problems are usually NP-hard due to the fact
that the Pareto set is typically exponential in size (even in the case of two
objectives). On the other hand, even if a decision maker is armed with the entire
Pareto set, s/he is still left with the problem of which is the “best” solution for
the application at hand. Consequently, three natural approaches to deal with
multiobjective optimization problems are to:

(i) Study approximate versions of the Pareto curve that result in (guaranteed)
near optimal but smaller Pareto sets.

(ii) Optimize one objective while bounding the rest (constrained approach).
(iii) Proceed in a normative way and choose the “best” solution by introduc-

ing a utility (often non-linear) function on the objectives (normalization
approach).

Until quite recently, the vast majority of research in multiobjective optimiza-
tion [1,2] had focussed either on exact methods (i.e., to compute the entire Pareto
set), or approximation methods through heuristic and metaheuristic approaches
(that do not provide guarantees on the quality of the returned solution). An
important outcome of the existing literature is that the two objectives case has
been extensively studied, while there is a certain lack of efficient (generic) meth-
ods for the case of more than two objectives. Most importantly, there has been
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a lack of a systematic study of the complexity issues regarding approximate ver-
sions of the Pareto set (in a way analogous to the well-established approximation
theory for single objective optimization problems).

The normalization approach has been quite investigated, especially within
Operations Research. In this approach, a utility function is introduced that
translates (in a linear or non-linear way) the different criteria into a common
cost measure. For instance, when travelling in a traffic network one typically
wishes to minimize travel distance and time; both criteria can be translated into
a common cost measure (e.g., money), where the former is linearly translated,
while the latter non-linearly (small amounts of time have relatively low value,
while large amounts of time are very valuable). Under the normalization ap-
proach, we seek for a single optimum in the Pareto set (a feasible solution that
optimizes the utility function). Due to the exponential size of the Pareto set,
a fair portion of research had focussed on solving relaxed versions of the opti-
mization problem, which corresponds to finding the best solution in the convex
hull of the Pareto set. This turns out to be a good starting point to locate the
exact solution by applying heuristic methods. However, the approaches used so
far employ exhaustive algorithms for solving the relaxations of the problem at
hand with complexities bounded by some polynomial in the size of the convex
hull (which can be subexponentially large). In a very recent study [9], the first
efficient (polynomial time) algorithm for solving the relaxation of the normal-
ized version of the bicriteria shortest path is given, when the utility function is
non-linear and convex.

The constrained approach had been (almost exclusively) the method adopted
within Computer Science to deal with multiobjective optimization problems; see
e.g., [3,4,6,8]. Classical examples concern the restricted (or constrained) shortest
path and the restricted (or constrained) spanning tree problems.

Very recently, a systematic study (within Computer Science) has been ini-
tiated regarding the complexity issues of approximate Pareto curves [7]. Infor-
mally, an (1 + ε)-Pareto curve Pε is a subset of feasible solutions such that for
any Pareto optimal solution and any ε > 0, there exists a solution in Pε that is
no more than (1+ ε) away in all objectives. Although this concept is not new (it
has been previously used in the context of bicriteria and multiobjective shortest
paths [5,12]), Papadimitriou and Yannakakis in a seminal work [7] show that
for any multiobjective optimization problem there exists a (1 + ε)-Pareto curve
Pε of (polynomial) size |Pε| = O((4B/ε)d−1), where B is the number of bits
required to represent the values in the objective functions (bounded by some
polynomial in the size of the input). They also provide a necessary and sufficient
condition for its efficient (polynomial in the size of the input and 1/ε) construc-
tion. In particular, Pε can be constructed by O((4B/ε)d) calls to a GAP routine
that solves (in time polynomial in the size of the input and 1/ε) the following
problem: given a vector of values a, either compute a solution that dominates a,
or report that there is no solution better than a by at least a factor of 1+ε in all
objectives. Extensions to that method to produce a constant approximation to
the smallest possible (1 + ε)-Pareto curve for the cases of 2 and 3 objectives are
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presented in [11], while for d > 3 objectives inapproximability results are shown
for such a constant approximation.

Apart from the above general results, there has been very recent work on
improved approximation algorithms (FPTAS) for multiobjective shortest paths
[10]. In that paper, a new and remarkably simple algorithm is given that con-
structs (1 + ε)-Pareto sets for the single-source multiobjective shortest path
problem, which improves considerably upon previous approaches. In the same
paper, it is also shown how this algorithm can provide better approximation
schemes for both the constrained and the normalized versions of the problem for
any number of objectives. An additional byproduct is a generic method for con-
structing FPTAS for any multiobjective optimization problem with non-linear
objectives of a rather general form (that includes any polynomial of bounded de-
gree with non-negative coefficients). This method does not require the existence
of a GAP routine for such non-linear objectives.

All these very recent algorithmic and complexity issues will be discussed and
elaborated in the talk.
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Abstract. We study the generation of finite probabilistic distributions
by discrete transformations. By discrete transformation of distributions
we mean the distribution of a random variable which is a function of
the values of independent random variables with initial distributions.
We propose an algorithm which allows to determine in polynomial time
whether a given distribution is generated by a given set of finite distri-
butions of rational probabilities. Moreover, we describe all sets of finite
distributions of rational probabilities which are closed under the consid-
ered generation. Among these sets we find all finitely generated sets. We
also determine the structure of the lattice formed of these sets.

Keywords: Stochastic automata, probabilistic transformations, gener-
ation of randomness.

1 Introduction

We consider discrete transformations of independent finite distributions of ra-
tional probabilities. By transformation of distributions we mean the distribution
of a random variable which is a function of random variables with initial dis-
tributions. Such transformations are of great importance for the generation of
randomness which plays a vital role in many areas of computer science: struc-
tural theory of stochastic automata, simulations, network constructions, cryp-
tography, and so on (see [1, 12]). More precisely, the generation of randomness
is based actually on construction of some random variable ζ0 with a wanted
distribution proceeding from initial disposable random variables ζ1, . . . , ζk with
distributions different from the wanted distribution. The variable ζ0 is defined
by some function f : Ω1 × . . .× Ωk −→ Ω0 where Ωi is the set of values of the
random variable ζi, i = 0, 1, . . . , k. In the paper we consider random variables
which have a finite number of values. In this case without loss of generality we
can assume that for any i = 0, 1, . . . , k the set Ωi is {0, 1, . . . , hi − 1}, and the
probabilistic distribution of ζi is defined by a stochastic vector1 Di of dimension
� This work is supported by the Russian Foundation for Fundamental Research (Grant

05-01-00994), the program for supporting of leading scientific schools (Grant NSh-
1807.2003.1), and the program ”Universities of Russia” (Grant UR.04.02.528).

1 A stochastic vector is a vector with nonnegative components such that the sum of
all components of the vector is equal to 1.
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hi such that jth component of Di is the probability of ζi to be equal to j − 1.
We will denote the set Ω1× . . .×Ωk = {0, 1, . . . , h1−1}× . . .×{0, 1, . . . , hk−1}
by Ω(D1, . . . ,Dk). For i = 0, 1, . . . , h0 − 1 denote by Ni(f) the set of all tuples
from Ω(D1, . . . ,Dk) on which the function f is equal to i. By D[j] we denote
jth component of a stochastic vector D. Note that if all variables ζ1, . . . , ζk are
independent, the vector D0 is determined uniquely by the vectors D1, . . . ,Dk

and the function f . In particular, we can define components of the vector D0 in
the following way:

D0[j] =
∑

(σ1;...;σk)∈Nj−1(f)

D1[σ1 + 1] · . . . · Dk[σk + 1]. (1)

Further we denote the vector D0 by P{f(D1, . . . ,Dk)}.
LetH be a set of distinct stochastic vectors. We say that a stochastic vectorD

is generated by the set H if there exists a function f(x1, . . . , xk) such that D =
P{f(D1, . . . ,Dk)} for some D1, . . . ,Dk ∈ H . We denote by 〈H〉 the set of all
stochastic vectors generated by H and call this set the closure of the set H .
The set H is called closed if H = 〈H〉. Note that H ⊆ 〈H〉 and 〈H ′ ∩ H ′′〉 ⊆
〈H ′〉 ∩ 〈H ′′〉 for any sets H ′ and H ′′ of stochastic vectors. Below (Corollary 1)
we show that 〈〈H〉〉 = 〈H〉, i.e. the considered operation of closure of sets of
stochastic vectors satisfies also the third standard property of a operation of
closure. We say also that a set A of stochastic vectors is generated by the set H
if A ⊆ 〈H〉. For a set T of natural numbers and a natural k we denote by T>k

the set of all numbers of T which are greater than k. By I(n) we denote the set
of all prime divisors for a natural number n, and by (x1, . . . , xk) we denote the
greatest common divisor of numbers x1, . . . , xk.

Investigating the introduced generation of stochastic vectors, first of all we
face the problem of determining whether a given stochastic vector is generated
by a given set of stochastic vectors. The basic difficulty of this problem consists,
obviously, in impossibility of the direct description of arbitrary sets of stochastic
vectors, since the set of all stochastic vectors has the continuum cardinality.
So one of the natural approaches for solving this problem is to consider it on
closed subsets of stochastic vectors everywhere dense in the set of all stochastic
vectors. The set of all stochastic vectors with rational components is the most
appropriate example of such subsets. We denote this set by SQ. Then for the
set SQ we have the following problem.

Problem 1 (Generation Problem on SQ). For any stochastic vector D and any
finite set M of stochastic vectors from SQ determine whether D is generated
by M .

Another important problem which is closely related to the Generation Prob-
lem on SQ is the problem of description of all closed subsets of the set SQ. For
any set Π of different prime numbers we consider in SQ the subset SG[Π ] of all
stochastic vectors such that any component of these vectors can be represented
by a fraction of which the denominator is a production of powers of numbers
from Π :
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SG[Π ] =
{

(d1; . . . ; dh)
∣∣∣∣ ∑h

i=1 di = 1, di = mi

n , mi ∈ ZZ+, i = 1, . . . , h
n ∈ IN, I[n] ⊆ Π

}
.

It is easy to see from (1) that subsets of a set SG[Π ] can generate only stochastic
vectors from the same set. Thus sets SG[Π ] present an example of closed subsets
of SQ. Further we show that in SQ there exist closed subsets different from sets
SG[Π ].

Most of investigations in this field concerned the case of generation of two-di-
mensional stochastic vectors from SQ (since a two-dimensional stochastic vector
is determined uniquely by any one of its components, instead of two-dimensi-
onal stochastic vectors the numbers of the segment [0, 1] which are the second
components of these vectors are usually considered in the literature). In [10, 11]
it is shown that the sets of all two-dimensional stochastic vectors from SG[{2}]
and SG[{3}] are generated by the vectors

( 1
2 ; 1

2

)
and

( 1
3 ,

2
3

)
respectively. Thus

these sets are finitely generated, i.e., generated by some their own finite subsets.
In [6, 9] these results are generalized to the case of the set of all two-dimen-
sional stochastic vectors from G[Π ] for an arbitrary Π . Moreover, the lattice
formed of these sets is described. Analogous results for the case of stochastic
vectors of arbitrary dimensions are obtained in [7, 8]. A number of questions on
the approximate generation of two-dimensional stochastic vectors are considered
in [5, 11]. In [2] an explicit description for the closures of arbitrary sets in the
class of all two-dimensional stochastic vectors from G[Π ] is obtained, and, basing
on this description, all closed subsets of this class are found. In [3] the closures
of all finite sets of arbitrary vectors from SQ are explicitly described. Using
this result, we propose a polynomial time algorithm for solving the Generation
Problem on SQ. Moreover, we present all closed and all finitely generated closed
subsets of the set SQ. We also determine the structure of the lattice formed of
these subsets.

2 Auxiliary Definitions and Results

First of all we note the following property of stochastic vectors which can be
verified directly.

Proposition 1. Let D(1)
1 , . . . ,D(1)

k(1), . . . ,D(n)
1 , . . . ,D(n)

k(n) be stochastic vectors,
f1(x1, . . . , xk(1)),. . . , fn(x1, . . . , xk(n)) be discrete functions defined respec-
tively on the sets Ω(D(1)

1 , . . . ,D(1)
k(1)),. . . , Ω(D(n)

1 , . . . ,D(n)
k(n)), and f(x1, . . . , xn)

be a discrete functions defined on the set Ω(D1, . . . ,Dn) where Di =
P{fi(D(i)

1 , . . . ,D(i)
k(i))}, i = 1, . . . , n. Then

P{f(D1, . . . ,Dn)} = P{f̂(D(1)
1 , . . . ,D(1)

k(1), . . . ,D(n)
1 , . . . ,D(n)

k(n))}

where f̂(x(1)
1 , . . . , x

(1)
k(1), . . . , x

(n)
1 , . . . , x

(n)
k(n)) = f

(
f1(x

(1)
1 , . . . , x

(1)
k(1)), . . . , fn(x(n)

1 ,

. . . , x
(n)
k(n))

)
.
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Corollary 1. The closure of any set of stochastic vectors is a closed set.

Thus, the considered operation of closure of sets of stochastic vectors satisfies
all standard properties of a operation of closure.

Stochastic vector is called degenerated if it has a component which is equal
to 1. By natural way we assume that all degenerated stochastic vectors are
generated by the empty set and, therefore, are contained in any closed set of
stochastic vectors. For any nondegenerated stochastic vector D we denote by D+

the vector which is obtained from D by removing of all zero components. For
any set M of stochastic vectors we denote by M+ the set of all vectors D+ such
that D ∈M . The following obvious fact takes place.

Proposition 2. For any set M of stochastic vectors the relation 〈M〉 = 〈M+〉
is valid.

Nondegenerated stochastic vectors with nonzero components are called positive.
A set M of stochastic vectors is called closed positively if for any nondegenerated
vector D of H the vector D+ is also contained in H .

Natural numbers a1, a2, . . . , ak are called pairwise relatively prime if each
of these numbers is relatively prime to any other of them. We call a set of
numbers of N>1 divisible if it contains less than two numbers or all its numbers
are pairwise relatively prime. We call also a set of natural numbers relatively
prime to a natural number n if each of the numbers of this set is relatively
prime to n. An empty set is supposed to be relatively prime to any natural
number. If a set A of natural numbers is finite we denote by |A| the number of
elements of A and by ‖A‖ the product of all numbers of A. For an empty set we
assume ‖∅‖ = 1.

Let A,B be non-empty divisible sets of natural numbers. We call the set B
a divisor of the set A if for any number b of B the set A has a number divisible
by b. An empty set is supposed to be a divisor of any divisible set. Let A1, . . . , As

be finite divisible sets. The greatest common divisor (A1, . . . , As) of these sets is
the set

{ a | a = (a1, a2, . . . , as) > 1, ai ∈ Ai, i = 1, 2, . . . , s } ,
which consists of the numbers of N>1 that are greatest common divisors of all
possible s-tuples formed by picking out one number of each of the sets A1, . . . , As.
If at least one of the sets A1, . . . , As is empty we assume (A1, . . . , As) = ∅. Note
the following obvious properties of the set (A1, . . . , As).

Proposition 3. The greatest common divisor of divisible sets is a divisible set
which is relatively prime to any number relatively prime to at least one of these
sets.

Proposition 4. For any finite divisible sets A1, . . . , As the equality
‖(A1, . . . , As)‖ = (‖A1‖, . . . , ‖As‖) is valid.

We can also introduce the notion of greatest common divisor for an infinite
number of finite divisible sets. Let A1, A2, . . . be finite divisible sets. We define
the greatest common divisor (A1, A2, . . .) of these sets as the set
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{ a | a > 1, a = (a1, a2, . . .), ai ∈ Ai, i = 1, 2, . . . } ,

which consists of all the numbers of N>1 that are greatest common divisors
of infinite samples of numbers of A1, A2, . . . formed by picking out one number
of each of the sets. If at least one of the sets A1, A2, . . . is empty we assume
(A1, A2, . . .) = ∅. Analogously to Proposition 3, we have

Proposition 5. The greatest common divisor of an infinite number of divisible
sets is a divisible set which is relatively prime to any number relatively prime to
at least one of these sets.

3 Closed Subsets of SQ

Let Π be a non-empty set of different prime numbers, and T be a finite divisible
set of numbers relatively prime to the set Π . Denote by SG[Π ;T ] the following
subset of the set SG[Π ]:⎧⎪⎪⎪⎨⎪⎪⎪⎩(d1; . . . ; dh)

∣∣∣∣∣∣∣∣∣
di = mi

n , mi ∈ ZZ+, i = 1, . . . , h, n ∈ IN, I(n) ⊆ Π,∑h
i=1 di = 1, ∃T1, . . . , Th−1, T ⊇ T1 ⊇ T2 ⊇ . . . ⊇ Th−1,∑i
j=1mj ≡ 0 (mod ‖Ti‖), i = 1, . . . , h− 1,∑i
j=1mj ≡ n (mod ‖T \ Ti‖), i = 1, . . . , h− 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(the sets T1 . . . , Th−1 can coincide T or ∅). In case of T = ∅ we assume that
SG[Π ; ∅] = SG[Π ]. One can note that the validity of the relation (d1; . . . ; dh) ∈
SG[Π ;T ] depends formally on choosing the common denominator n of compo-
nents d1, . . . , dh. However, it is easy to verify that this dependence is actually
fictitious, i.e. our definition of SG[Π ;T ] is invariant with respect to multipli-
cation or division of nominators and denominators of fractions by the same
number. Note that for any vector (d1; . . . ; dh) of SG[Π ;T ] the corresponding
sets T1 . . . , Th−1 are determined uniquely by this vector. Note also that any set
SG[Π ;T ] is infinite and closed positively and contains all degenerated vectors.
In [4] the following fact is proved.

Lemma 1. For any sets Π and T the set SG[Π ;T ] is closed.

According to Lemma 1, all sets SG[Π ;T ] form a collection of closed subsets of
the set SQ. We denote this collection by SG. The following proposition gives
for any two sets SG[Π ′;T ′], SG[Π ′′;T ′′] of SG the relationship between the
inclusion SG[Π ′;T ′] ⊆ SG[Π ′′;T ′′] and the parameters Π ′, Π ′′, T ′, T ′′.

Proposition 6. Let G[Π ′;T ′], G[Π ′′;T ′′] be two sets of SG. Then

1. SG[Π ′;T ′] ⊆ SG[Π ′′;T ′′] if and only if Π ′ ⊆ Π ′′ and T ′′ is a divisor of T ′;
2. SG[Π ′;T ′] = SG[Π ′′;T ′′] if and only if Π ′ = Π ′′ and T ′ = T ′′.

Proposition 6 allows to establish the inclusion relation between any sets of SG
and to describe in this way the structure of the lattice formed of all sets from SG.



Polynomial Time Checking for Generation of Finite Distributions 53

4 Closures of Finite Subsets of SQ

Our solution of the Generation Problem on SQ is based on an explicit description
of closures of all finite subsets of the set SQ. In order to give this description, by
Proposition 2 it is enough to consider only subsets consisting of positive vectors.
First we consider the case of a subset consisting of only one positive vector D =
(d1; . . . ; dt) of SQ. Without loss of generality we can assume that all components
of D are represented by fractions reduced to their least common denominator n,
i.e. di = mi

n where i = 1, . . . , t and (m1, . . . ,mt) = 1. Denote Π(D) = I(n).
Let lj be the greatest common divisor of all numbers m1, . . . ,mt except the
number mj for j = 1, . . . , t. Then we denote by T (D) the set {l1, . . . , lt}>1. It is
easy to verify the following proposition.

Proposition 7. For any D of SQ the set T (D) is divisible and relatively prime
to n.

Thus we can consider the set SG[Π(D);T (D)]. It is proved in [3] that this set
coincides 〈{D}〉.
Theorem 1. 〈{D}〉 = SG[Π(D);T (D)].

Now consider the case of an arbitrary finite subset of the set SQ. Let M =
{D1, . . . ,Ds} be a finite set of positive stochastic vectors of SQ, and h1, . . . , hs

be respective dimensions of these vectors. As in the case of a set of a single
vector, without loss of generality each vector Di can be represented in the form

Di =

(
m

(i)
1

ni
, . . . ,

m
(i)
hi

ni

)
, (2)

where (m(i)
1 , . . . ,m

(i)
hi

) = 1. Denote T (M) = (T (D1), . . . , T (Ds)) in case of s ≥ 2
and T (M) = T (D1) in case of s = 1. By Proposition 7 each set T (Di) is divisible
and relatively prime to ni. So by Propositions 7 and 3 we have

Proposition 8. The set T (M) is divisible and relatively prime to numbers
n1, . . . , ns.

Denote Π(M) =
⋃s

i=1 I(ni). By Proposition 8 we can consider the set
SG[Π(M);T (M)]. In [3] the following result is obtained.

Theorem 2. Let M be a finite set of positive stochastic vectors of SQ. Then
〈M〉 = SG[Π(M);T (M)].

5 Checking of Generation of Stochastic Vectors by Finite
Sets

Using Theorem 2, we can propose an effective algorithm for solving the Gener-
ation Problem on SQ. According to Theorem 2, for this purpose it is enough to
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verify if the vector D is contained in the set SG[Π(M);T (M)]. First we com-
pute the set T (M). Let M consist of positive vectors D1, . . . ,Ds which have
dimensions h1, . . . , hs respectively. We assume that all components of these vec-
tors are represented initially by fractions in their lowest terms. Let components
of the vector Di, i = 1, . . . , s, be represented by fractions with denominators
n

(i)
1 , . . . , n

(i)
hi

. Denote ηM = maxi,j n
(i)
j , hM = maxi hi and ΣM =

∑s
i=1 hi. First

of all each vector Di is converted to form (2). Note that the denominator ni of
components of Di in form (2) is the least common multiple of n(i)

1 , . . . , n
(i)
hi

. So we

can obtain ni by computing consecutively the numbers n̂(i)
1 , . . . , n̂

(i)
hi−1, n̂

(i)
hi

= ni

where n̂(i)
1 = n

(i)
1 and n̂

(i)
j is the least common multiple of n̂(i)

j−1 and n
(i)
j , i.e.

n̂
(i)
j =

n̂
(i)
j−1n

(i)
j

(n̂(i)
j−1,n

(i)
j )

, for j = 2, . . . , hi. Note that at each step of computing the great-

est common divisor of two numbers a, b ∈ IN>1 by means of Euclid’s algorithm
these numbers are reduced one after another at least half. Thus, for computa-
tion of (a, b) it is required to perform no more than O

(
1+ log

(
min(a, b)/(a, b)

))
operations of division of integer numbers. Hence, proceeding from the num-
bers n̂(i)

j−1 and n
(i)
j , we can compute the numbers (n̂(i)

j−1, n
(i)
j ) and n̂

(i)
j by us-

ing O
(

1 + log
n

(i)
j

(n̂(i)
j−1,n

(i)
j )

)
= O

(
1 + log

n̂
(i)
j

n̂
(i)
j−1

)
arithmetic operations. Thus we

need O(hi + logni) arithmetic operations for computing the number ni and
converting the vector Di to form (2). Note that ni ≤ n

(i)
1 · . . . · n(i)

hi
≤ ηhi

M .
So logni ≤ hi log ηM . Taking into account this inequality, we conclude that
O(ΣM logΛM ) arithmetic operations are required in total for converting all vec-
tors D1, . . . ,Ds to form (2). Then for any i = 1, . . . , s we have to construct the set
T (Di), i.e. for any j = 1, . . . , hi we have to compute the greatest common divisor
of all numbers m(i)

1 , . . . ,m
(i)
hi

except the number m(i)
j . To obtain (m(i)

2 , . . . ,m
(i)
hi

),

we compute consecutively the numbers dj = (m(i)
2 , . . . ,m

(i)
j ) for j = 3, . . . , hi.

As noted above, proceeding from the numbers (m(i)
2 , . . . ,m

(i)
j−1) and m

(i)
j , the

greatest common divisor dj of these numbers can be computed by means of

Euclid’s algorithm, performing no more than O

(
1 + log

(m(i)
2 ,...,m

(i)
j−1)

(m(i)
2 ,...,m

(i)
j )

)
opera-

tions of division of integer numbers. So for computing dhi = (m(i)
2 , . . . ,m

(i)
hi

) we

need in total O(hi + logm(i)
2 ) arithmetic operations. Note that every number

m
(i)
j is less than ni. Hence the proved inequality implies that every number m(i)

j

satisfies the inequality

logm(i)
j < hi log ηM . (3)

Thus (m(i)
2 , . . . ,m

(i)
hi

) can be computed by performing O(hi log ηM ) =
O(hM log ηM ) arithmetic operations. In an analogous way we can compute
all other numbers of the set T (Di). Therefore, the computation of T (Di)
requires O(hihM log ηM ) arithmetic operations. Thus for computing all sets
T (D1), . . . , T (Ds) we need O(ΣMhM log ηM ) arithmetic operations. Proceeding
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from these sets, we construct the set T (M) by computing consecutively the
sets Ai =

(
T (D1), . . . , T (Di)

)
for i = 2, . . . , s. Each set Ai is computed as(

Ai−1, T (Di)
)

(where A1 = T (D1)). Since T (Di) contains no more than hi num-
bers, in order to compute

(
Ti−1, T (Di)

)
, for any number of Ai−1 we have to

perform no more than hi operations of obtaining the greatest common divisor
of this number and a number of T (Di). Recall that for computing the greatest
common divisor (a, b) we need O

(
1 + log

(
min(a, b)/(a, b)

))
= O

(
log min(a, b)

)
arithmetic operations. Therefore, proceeding from the sets Ai−1 and T (Di), we
can compute the set Ai by performing O

(
hi

∑
a∈Ai−1

log a
)

= O (hi log ‖Ai−1‖)
arithmetic operations. It follows from Proposition 4 that ‖Ai−1‖ ≤ ‖T (D1)‖.
Note that all numbers of the set ‖T (D1)‖ are pairwise relatively prime divisors
of either m(1)

1 or m(1)
2 . So ‖T (D1)‖ ≤ m

(1)
1 m

(1)
2 . Therefore, taking into account

inequality (3), we have

log ‖Ai−1‖ ≤ log ‖T (D1)‖ ≤ log(m(1)
1 m

(1)
2 ) < 2h1 log ηM ≤ 2hM log ηM .

Thus, O(hihM log ηM ) arithmetic operations are required for computing the
set Ai from the sets Ai−1 and T (Di). Therefore, O(ΣMhM log ηM ) arithmetic
operations are required for computing the set T (M) = As from the sets
T (D1), . . . , T (Ds). Thus, we can compute the set T (M) by performing in to-
tal O(ΣMhM log ηM ) arithmetic operations.

Now consider the vector D. Let h be the dimension of this vector. If D /∈ SQ,
then, obviously, D /∈ 〈M〉. Assume that D ∈ SQ and all components of D are
represented by fractions in their lowest terms. Let numbers n(0)

1 , . . . , n
(0)
h be the

denominators of these fractions. Denote ηD = maxj n
(0)
j and n = n

(0)
1 · . . . · n(0)

h .

If any of numbers n(0)
1 , . . . , n

(0)
h has a prime divisor which is not contained in

Π(M), then D /∈ SG[Π(M)], so D /∈ 〈M〉 by Theorem 2. In order to verify that
all prime divisors of n(0)

1 , . . . , n
(0)
h are contained in Π(M), it is enough to check

the relation
I(n) ⊆ I(n1 · . . . · ns). (4)

This relation is valid if and only if η(D) is a divisor of some great enough
power of the number n1 · . . . · ns. For such a power we can, obviously, take
any power with an exponent no less than log2 η(D). In particular, we can take a
power obtained by applying the operation of raising a number to square power
�log2 log2 η(D)� times consecutively to the number n1 · . . . ·ns. Thus, relation (4)
can be checked by performing O(h + s+ log logn) arithmetic operations. From
n ≤ ηh

D we have log logn ≤ log h + log log ηD. Thus, the number of arithmetic
operations required for checking if all prime divisors of n(0)

1 , . . . , n
(0)
h are con-

tained in Π(M) can be estimated by O(h + s + log log ηD). If this checking is
positive we verify that D is contained in SG[Π(M);T (M)]. As noted in Sec-
tion 3, we can take the number n as a common denominator of components
of D. In this case, let µi be the sum of numerators of the first i components
of D, i = 1, . . . , h − 1. It is enough, obviously, to perform O(h) arithmetic op-
erations for computing µ1, . . . , µh−1, n − µ1, . . . , n − µh−1. Then, in order to
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construct the subsets T1 . . . , Th−1 corresponding to the vector D, we have to
check for any number t from T (M) the divisibility of the numbers µi and n−µi,
where i = 1, . . . , h − 1, by t (if µi is divisible by t, then t ∈ Ti; if n − µi is
divisible by t, then t ∈ T (M) \Ti; if neither µi, nor n−µi is divisible by t, then
we conclude that D /∈ SG[Π(M);T (M)]). It requires O(h|T (M)|) arithmetic
operations. No more than O(h|T (M)|) operations are additionally required for
checking the relations T1 ⊇ T2 ⊇ . . . ⊇ Th−1. Summing all stages of the pro-
posed algorithm of checking the relation D ∈ SG[Π(M);T (M)] and taking into
account that s < ΣM , we conclude that this algorithm requires to perform
O
(
ΣMhM log ηM + h(1 + |T (M)|) + log log ηD

)
operations. Note that |T (M)| ≤

log2 ‖T (M)‖ and the proved estimation log ‖Ai‖ < 2hM log ηM is valid for the
set T (M) = As, i.e. log ‖T (M)‖ < 2hM log ηM . Thus |T (M)| = O(hM log ηM ).
Using this estimation for |T (M)|, we finally obtain

Theorem 3. If all components of the vector D and vectors of the set M are
represented by fractions in their lowest terms, then for checking the relation
D ∈ 〈M〉 it is enough to perform O

(
(ΣM +h)hM log ηM +log log ηD

)
arithmetic

operations.

Note that the value (ΣM +h)hM log ηM +log log ηD is polynomially bounded by
the size of input for the Generation Problem on SQ. So Theorem 3 implies

Corollary 2. The Generation Problem on SQ can be solved in polynomial time.

6 Closures of Infinite Subsets of SQ

The results of Section 4 can be generalized to the case of infinite subsets of the
set SQ. Let M = {D1,D2, . . .} be an infinite set of positive stochastic vectors of
SQ. In the same way as in Section 4, for each vector Di we assume that all com-
ponents of this vector are represented by fractions reduced to their least common
denominator ni and define the set T (Di). Denote T (M) = (T (D1), T (D2), . . .).
Propositions 7 and 5 imply

Proposition 9. T (M) is a finite divisible set which is relatively prime to num-
bers n1, n2, . . ..

Denote by Π(M) the set
⋃∞

i=1 I(ni). By Proposition 9 we can again consider
the set SG[Π(M);T (M)]. The following generalization of Theorem 2 to the case
of infinite subsets of the set SQ is proved in [4].

Theorem 4. Let M = {D1,D2, . . .} be an infinite set of positive stochastic vec-
tors of SQ. Then 〈M〉 = SG[Π(M);T (M)].

This theorem allows to give a description of all closed subsets of the set SQ. Since
each of these subsets is a closure of some set of vectors of SQ (for example, of
the subset itself), it is follows from Theorems 2 and 4 and Proposition 2 that
each of these subsets is an element of the set SG. Hence, taking into account
Lemma 1, we obtain the following statement.

Theorem 5. SG is the set of all closed subsets of the set SQ.
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7 Finitely Generated Closed Subsets of SQ

Among closed classes of stochastic vectors, the classes generated by finite subsets
are most important in practice. So the problem of a description of all finitely
generated closed subsets of the set SQ is of great interest. Denote by SGfin the
subset of SG which consists of all sets SG[Π ;T ] such that Π is finite. It follows
from Theorem 2 and Proposition 2 that all finitely generated closed subsets of
the set SQ are elements of the set SGfin. On the other hand, it is proved in [4]
that any set belonging to SGfin is finitely generated. Thus we have

Theorem 6. SGfin is the set of all finitely generated closed subsets of the set
SQ.
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Abstract. A main problem of “Follow the Perturbed Leader” strategies
for online decision problems is that regret bounds are typically proven
against oblivious adversary. In partial observation cases, it was not clear
how to obtain performance guarantees against adaptive adversary, with-
out worsening the bounds. We propose a conceptually simple argument

to resolve this problem. Using this, a regret bound of O(t
2
3 ) for FPL in

the adversarial multi-armed bandit problem is shown. This bound holds
for the common FPL variant using only the observations from designated
exploration rounds. Using all observations allows for the stronger bound
of O(

√
t), matching the best bound known so far (and essentially the

known lower bound) for adversarial bandits. Surprisingly, this variant
does not even need explicit exploration, it is self-stabilizing. However
the sampling probabilities have to be either externally provided or ap-
proximated to sufficient accuracy, using O(t2 log t) samples in each step.

1 Introduction

“Expert Advice” stands for an active research area which studies online algo-
rithms. In each time step t = 1, 2, 3, . . . the master algorithm, henceforth called
master for brevity, is required to commit to a decision, which results in some
cost. The master has access to a class of experts, each of which suggests a de-
cision at each time step. The goal is to design master algorithms such that the
cumulative regret (which is just the cumulative excess cost) with respect to any
expert is guaranteed to be small. Bounds on the regret are typically proven in the
worst case, i.e. without any statistical assumption on the process assigning the
experts’ costs. In particular, this might be an adaptive adversary which aims at
maximizing the master’s regret and also knows the master’s internal algorithm.
This implies that (unless the decision space is continuous and the cost function
is convex) the master must randomize in order to protect against this danger.

In the recent past, a growing number of different but related online problems
have been considered. Prediction of a binary sequence with expert advice has
been popular since the work of Littlestone and Warmuth in the early 1990’s. Fre-
und and Schapire [1] removed the structural assumption on the decision space
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c© Springer-Verlag Berlin Heidelberg 2005



FPL Analysis for Adaptive Bandits 59

and gave a very general algorithm called Hedge which in each time step ran-
domly picks one expert and follows its recommendation. We will refer to this
setup as the online decision problem. Auer et al. [2,3] considered the first partial
observation case, namely the bandit setup, where in each time step the master
algorithm only learns its own cost, i.e. the cost of the selected expert. All these
and many other papers are based on weighted forecasting algorithms.

A different approach, Follow the Perturbed Leader (FPL), was pioneered as
early as 1957 by Hannan [4] and rediscovered recently by Kalai and Vempala [5].
Compared to weighted forecasters, FPL has two main advantages and one major
drawback. First, it applies to the online decision problem and admits a much
more elegant analysis for adaptive learning rate [6]. Even infinite expert classes
do not cause much complication. (However, the leading constant of the regret
bound is generically a factor of

√
2 worse than that for weighted forcasters.)

Adaptive learning rate is necessary unless the total number of time steps to be
played is known in advance.

As a second advantage, FPL also admits efficient treatment of cases where
the expert class is potentially huge but has a linear structure [7,8]. We will refer
to such problems as geometric online optimization. An example is the online
shortest path problem on a graph, where the set of admissible paths = experts
is exponential in the number of vertices, but the cost of each path is just the
sum of the costs of the vertices.

FPL’s main drawback is that its general analysis only applies against an
oblivious adversary, that is an adversary that has to decide on all cost vectors
before the game starts – as opposed to an adaptive one that before each time step
t just needs to commit to the current cost vector. For the full information game,
one can show that a regret bound against oblivious adversary implies the same
bound against an adaptive one [6]. The intuition is that FPL’s current decision at
time t does not depend on its past decisions. Therefore, the adversary may well
decide on the current cost vector before knowing FPL’s previous decisions. This
argument does not apply in partial observation cases, as there FPL’s behavior
does depend on its past decisions (because the observations do so). As a conse-
quence, authors started to explicitly distinguish between oblivious and adaptive
adversary, sometimes restricting to the former, sometimes obtaining bounds of
lower quality for the latter. E.g. McMahan and Blum [7] suggest a workaround,
proving sublinear regret bounds against an adaptive bandit, however of worse
order (t

3
4
√

log t instead of t
2
3 , for both, geometric online optimization and online

decision problem). This is not satisfactory, since in case of the bandit online
decision problem for a suitable weighted forecaster, even a O(

√
t) bound against

adaptive adversary is known [3].
In this work, we remove FPL’s major drawback. We give a simple argument

(Section 2) which shows that also in case of partial observation, a bound for
FPL against an oblivious adversary implies the same bound for adaptive ad-
versary. This will allow in particular to prove a O

(
(tn
√

logn)
2
3
)

bound for the
bandit online decision problem (Section 3). This bound is shown for the common
construction where only the observations of designated exploration rounds are
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used. As this master algorithm is label efficient, the bound is essentially sharp. In
contrast, using all informations will enable us to prove a stronger O(

√
tn logn)

bound (Section 4). This matches the best bound known so far for the adversarial
bandit problem [3], which is sharp within

√
logn. The downside of this algorithm

is that either the sampling probabilities have to be given by an oracle, or they
have to be approximated with to sufficient accuracy, using O(t2 log t) samples.

2 FPL: Oblivious ⇒ Adaptive

Assume that c1, c2, . . . ∈ [0, 1]n is a sequence of cost vectors. There are n ≥ 1
experts. That is, cit is expert i’s cost at time t, and the costs are bounded (w.l.o.g.
in [0, 1]). In the full observation game, at time t the master would know the past
cumulative costs c<t = c1:t−1 =

∑t−1
s=1 cs (observe that we have introduced some

notation here). However, our focus are partial observations where this is not the
case. Hence, assume that there are estimates ĉt (to be specified later) for the cost
vectors ct. Then at time t, FPL(t) samples a perturbation vector qt ∈ [0,∞)n

the components of which are independently exponentially distributed, that is,
P(qi

t ≥ x) = e−x. Afterwards, the expert with the best (minimum) score ĉ<t− qt

ηt

is selected, where ηt > 0 is the learning rate:

FPL(t, ĉ<t) = arg min
1≤i≤n

{
ĉi<t − qi

t

ηt

}
where qi

t
d.∼ Exp independently. (1)

Denote the expert FPL chooses at time t by It = FPL(t, ĉ<t). Then an adaptive
adversary is a function A : [0, 1]n×t−1 × {1 . . . n}t−1 → [0, 1]n. (We assume A to
be deterministic but remark that all our results and proofs hold for randomized
A without major modification.) The complete game between FPL and A is spec-
ified by ct = A(c1c2 . . . ct−1, I1I2 . . . It−1) and It = FPL(t, ĉ<t) for t = 1, 2, . . .
The estimated cost vector ĉt is revealed to FPL after time t and specified by a
mechanism “outside” this game which is defined later (this is the exploration).

After the game has proceeded for a number of time steps T , we want to evalu-
ate FPL’s performance. Actually, the expected performance is the right quantity
to address. If we are rather interested in high probability bounds on the actual
performance, then they are easily obtained by observing that the difference of
actual to expected performance is a martingale with bounded differences (all
instantaneous costs cit are in [0, 1]). Thus, high probability bounds follow by
Azuma’s inequality, as we will demonstrate in Proposition 2.

How can we compute FPL’s expected costs EcFPL
1:T = E

∑T
t=1 c

It
t ? The key

observation is that – on the cost vectors generated by FPL and A and with the
given estimated costs ĉt – FPL’s expected costs at time t are the same as another
algorithm F̃PL’s expected costs. F̃PL is defined by

F̃PL(t, ĉ<t) = arg min
1≤i≤n

{
ĉi<t − qi

∗
ηt

}
, (2)

where q∗ is a single fixed vector with independently exponentially distributed
components. Since we have to be careful to take expectations w.r.t. the appro-
priate randomness, we explicitely refer to the randomness in the notation by
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writing e.g. EcFPL
t = Eqtc

FPL
t . Then the following statement trivially holds, as qt

and q∗ have the same distribution.

Proposition 1. At each time t ≤ T , we have Eqtc
FPL
t = Eq∗c

F̃PL
t .

This means that in order to analyze FPL, we may now proceed by considering
the expected costs of F̃PL instead. We can use the standard analysis based on
the tools by Kalai and Vempala [5], which requires that F̃PL is executed on
a sequence of cost vectors that is fixed and not known in advance. Actually,
in contrast to the full observation game analysis, the bandit analysis will never
require the true cost vectors to be revealed, but rather the estimated cost vectors.
For the cost vectors generated by A in response to FPL, the prerequisite for
F̃PL is satisfied – just consider F̃PL as a virtual or hypothetic algorithm which
is not actually executed. Therefore it does not make any decisions or cause any
response from the adversary. Just for the sake of analysis we pretend that it runs
and evaluate the expected cost it incurs, which is the same as FPL.

Since our key argument and the way it is used in the analysis appears quite
subtle at the first glance, we encourage the reader to thoroughly verify each of
the subsequent formal steps.

3 The Standard Strategy Against Adversarial Bandits

The first algorithm we consider, bandit-FPL (bFPL), is specified in Figure 1
and proceeds as follows. At time t, it decides if to perform an exploration or an
exploitation step according to some exploration probability γt ∈ (0, 1). This is
realized by sampling rt ∈ {0, 1} independently from all other randomness with
P [rt = 1] = γt. In case of exploration (rt = 1), the decision Ib

t is uniformly
sampled from {1 . . . n}, independently from all other randomness. We denote
this choice by ut. (For notational convenience, we will also refer to the irrelevant
ut’s in the exploitations steps later.) In case of exploitation (rt = 0), bFPL
obtains its decision Ib

t by invoking FPL according to (1). After bFPL has played

its decision, it observes its own costs cI
b
t

t . Finally, only in case of exploration
(rt = 1), the estimated cost vector is set to something different from 0. This is
the standard way of constructing an FPL variant against an adversarial bandit

For t = 1, 2, 3, . . .
set ĉi

t = 0 for all i
sample rt ∈ {0, 1} independently s.t. P [rt = 1] = γt

If rt = 0 Then set Ib
t = FPL(t, ĉ<t) according to (1)

If rt = 1 Then sample Ib
t from {1 . . . n} uniformly (Ib

t = ut)

play decision Ib
t and observe cost c

Ib
t

t

If rt = 1 Then set ĉ
Ib
t

t = n · c
Ib
t

t /γt

Fig. 1. The algorithm bFPL. The exploration rate γt and the learning rate ηt (used

by subroutine FPL) will be specified in Theorem 1.
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[7,8]. We will discuss how to make use of all observations in the next section.
Here is the formal specification of the algorithm again.

Ib
t = bFPL(t, ĉ<t) =

{
ut if rt = 1
FPL(t, ĉ<t) otherwise, ĉit =

{
nci

t

γt
if rt = 1 ∧ i = Ib

t

0 otherwise.

Consequently, the estimated cost vector is chosen unbiasedly, i.e. Ert,ut ĉ
i
t = cit.

This technique was introduced in [2].

Theorem 1. Let γt = min
{
1, t−

1
3
(
n
√

logn
) 2

3
}

and ηt = γt

n2 t
− 1

3
(
n
√

logn
) 2

3 .
Then, for any T ≥ (n logn)2, each expert i ∈ {1 . . . n}, and any adaptive assign-
ment of the costs c1, c2, . . ., bFPL satisfies the regret bound

EcbFPL
1:T − ci1:T ≤ 4

(
Tn
√

logn
) 2

3
. (3)

(For T < (n logn)2, the regret is clearly at most (n logn)2.)

Proof. All computations we use in the subsequent proof have been taken or
adapted from other work. Our point is to bring them into the right order and to
carefully check that in this context, against an adaptive adversary, all operations
are legitimate. In particular we have to take care that all expectations are w.r.t.
the appropriate randomness. Again, we make this explicit in the notation and
write e.g. EcbFPL

t = Eqt,r1:t,u1:tc
bFPL
t . Note that according to the definition of

bFPL, EcbFPL
t in fact does not depend on q<t. During the proof, we will avoid the

use of unspecified expectation (without subscripts). Let’s introduce abbreviation
h<t = (r<t, u<t, q<t) for the randomization history, i.e. the tuple containing all
past random variables.

Moreover, we will use conditional expectation. For instance, Eqt [cFPL
t |h<t] de-

notes a random variable depending on the randomization history h<t, where for
each possible history the expectation is taken w.r.t. qt. Since we admit adaptive
assignments, we must be aware that they may depend on bFPL’s past random-
ness. To make this explicit, we use the notation E[cit|h<t] for the adversary’s
decisions and rewrite our bound to show (3) as

T∑
t=1

Eqt,rt,ut [c
bFPL
t |h<t]−

T∑
t=1

E[cit|h<t] ≤ 4
(
Tn
√

logn
) 2

3
. (4)

In order to keep the presentation simple, we assume the adversary to be deter-
ministic. Then for given randomization history, cit is constant. The same proof
(and hence the theorem) remains valid if we admit randomized adversaries.

First note that Eqt,rt,ut [cbFPL
t |h<t] ≤ Eqt [cFPL

t |h<t] + γt holds in each time

step t by definition of bFPL and cI
b
t

t ≤ 1. Since γt ≤ t−
1
3
(
n
√

logn
) 2

3 , we have

T∑
t=1

γt ≤
T∑

t=1

t−
1
3
(
n
√

logn
) 2

3 ≤ 3
2

(
Tn
√

logn
) 2

3
. (5)
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Therefore, (4) follows from

T∑
t=1

Eqt [c
FPL
t |h<t]−

T∑
t=1

E[cit|h<t] ≤ 5
2

(
Tn
√

logn
) 2

3
. (6)

Consider this form of FPL (i.e. FPL executed in each time step) as a virtual
algorithm: It does not run in that way on the inputs. Rather, for the sake of
analysis, we pretend that it runs with the ĉt obtained from bFPL and try to
evaluate its (virtual) performance.

We then use Proposition 1 to bring into the play another virtual algorithm,
namely F̃PL. Since for given randomization history, the expected performance
of FPL and F̃PL coincide, (6) is proven if we can show

T∑
t=1

Eq∗ [cF̃PL
t |h<t]−

T∑
t=1

E[cit|h<t] ≤ 5
2

(
Tn
√

logn
) 2

3
. (7)

Next, we perform the transition from real to estimated costs. Since the esti-
mate ĉ was defined to be unbiased, we have E[cit|h<t] = Ert,ut [ĉit|h<t]. By the
same argument, since the choice of F̃PL actually does not depend on rt and ut,
Eq∗ [cF̃PL

t |h<t] = Eq∗,rt,ut [ĉF̃PL
t |h<t] holds. Hence, (7) follows from

T∑
t=1

Eq∗,rt,ut [ĉ
ĨFPL
t |h<t]−

T∑
t=1

Ert,ut [ĉ
i
t|h<t] ≤ 5

2

(
Tn
√

logn
) 2

3
. (8)

Note that, somewhat curiously, F̃PL (like FPL) only incurs estimated costs in
case of exploration, i.e. where it actually did not decide the action. We need yet
another virtual algorithm, infeasible F̃PL or ĨFPL, defined as

ĨFPL(t, ĉ1:t) = arg min
1≤i≤n

{
ĉi1:t − qi

∗
ηt

}
, (9)

which uses the same perturbation q∗ as F̃PL. It is not feasible because at time t
it makes use of the information ĉt, which is only available afterwards. As it is a
virtual algorithm, this does not cause any problems. By [6, Theorem 4], which
is proven by an argument very similar to (13) below, in case of exploration (i.e.
rt = 1) it holds that Eq∗ [ĉF̃PL

t |h<t, rt = 1] ≤ Eq∗ [ĉĨFPL
t |h<t, rt = 1] + ηt

(
n
γt

)2. We
remark that this step is valid also for independently sampled perturbations qt.
Clearly, Eq∗ [ĉF̃PL

t |h<t, rt = 0] = Eq∗ [ĉĨFPL
t |h<t, rt = 0] in case of exploitation

(rt = 0). Thus in expectation w.r.t. q∗ and rt, and for any ut,

Eq∗ [ĉF̃PL
t |h1:T ] = Eq∗,rt [ĉ

F̃PL
t |h<t] ≤ Eq∗,rt [ĉ

ĨFPL
t |h<t] + ηtn2

γt
.

The sum over ηtn2

γt
≤ t−

1
3
(
n
√

logn
) 2

3 is bounded as in (5), and we see that (8)
holds if we can show

T∑
t=1

Eq∗,rt,ut [ĉ
ĨFPL
t |h<t]−

T∑
t=1

Ert,ut [ĉ
i
t|h<t] ≤

(
Tn
√

logn
) 2

3
. (10)
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The rest of the proof now follows as in [5] or [6]. In order to maintain self-
containedness, we give it here. Actually we verify (10) for any choice of r1:T , u1:T ,
then it also holds in expectation.

In the following, we suppress the dependency on r1:T , u1:T in the notation.
Then all expectations are w.r.t. q∗. We use the following convenient notation from
[5]: For a vector x ∈ Rn, let M(x) be the unit vector which has a 1 at the index
argmini{xi} and 0’s at all other places. Then the process of selecting a minimum
can be written as scalar product: mini{xi} = M(x) ◦x. For convenience, let
η0 = ∞ and c̃1:t = ĉ1:t − q∗

ηt
. Then it is easy to prove by induction [5,6] that

ĉĨFPL
1:t −

T∑
t=1

M(c̃1:t) ◦q∗
(

1
ηt
− 1

ηt−1

) T∑
t=1

M(c̃1:t) ◦c̃t ≤M(c̃1:T ) ◦c̃1:T . (11)

In order to estimate EĉĨFPL
1:t , we take expectations on both sides. Then observe

EM(c̃1:T ) ◦c̃1:T ≤ EM(ĉ1:T ) ◦c̃1:T = minj{ĉj1:T } − EM(ĉ1:T ) ◦q∗
ηT

≤ ĉi1:T − 1
ηT

by
definition of M . The negative term on the l.h.s. of (11) may be bounded by∑T

t=1M(c̃1:t) ◦q∗
(

1
ηt
− 1

ηt−1

)
≤ ∑T

t=1M(−q∗) ◦q∗
(

1
ηt
− 1

ηt−1

)
= maxi{qi

∗}
ηT

≤
1+log n

ηT
(see [5] or [6] for the last estimate). Plugging these estimates back into

(11) while observing 1
ηt
− 1

ηt−1
≥ 0 and ηT = T− 2

3
( log n

n

) 2
3 (which holds because

of T ≥ (n logn)2), finally shows (10) and concludes the proof of the theorem. �

Proposition 2. (High probability bound) For each T ≥ 1 and 0 ≤ δ ≤ 1, the
actual costs of bFPL are bounded with probability at least 1− δ by

cbFPL
1:T ≤ EcbFPL

1:T +
√

2T log 2
δ .

Proof. Again we use the explicit notation from the proof of the previous theorem.
It is easy to see that the sequence of random variables XT =

∑T
t=1

(
cbFPL
t −

Ert,ut,qt [cbFPL
t |h<t]

)
is a martingale w.r.t. the filter of sigma-algebras generated

by the randomization history h1:t. Moreover, its differences are bounded by |Xt−
Xt−1| ≤ 1. Consequently, by Azuma’s inequality, the probability thatXt exceeds
some λ > 0 is bounded by δ = 2 exp

( − λ2

2T

)
. Solve this for λ to obtain the

assertion. �

4 Using All Observations

The algorithm bFPL considered so far does only uses a γ-fraction of all the input.
It is thus a label efficient decision maker [9,10]. One possible way to specify a label
efficient problem setup is to require that the master usually does not observe
anything, and it incurs maximal cost if it decides to observe something [10].
Since just before (5), we upper bounded the costs in case of exploration by 1,
it is immediate that the same analysis and hence also Theorem 1 transfer to
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the label efficient case. [10, Sec. 5] prove that there is a label efficient prediction
problem such that any forecaster incurs a regret proportional to t

2
3 . Hence the

bound in Theorem 1 is essentially sharp for bFPL.
Of course, the usual bandit setup does not require the master to make use

of only a tiny fraction of all information available. For weighted forecasters,
it is very easy to produce an unbiased cost estimate if each round’s inputs are
used. It turns out that then regret bound proportional to

√
t can be obtained [3].

Unfortunately this is different for FPL, as here the sampling probabilities are not
explicitely available. In the following, we will first discuss the computationally
infeasible case assuming that we know the sampling probabilities. After that,
we show how to approximate them by a Monte Carlo simulation to sufficient
accuracy.

Surprisingly, it is possible to work with the plain FPL algorithm from (1),
without exploration. We just have to use the correct estimated cost vectors,

ĉit =
{
cit/P(IFPL

t = i) if i = IFPL
t

0 otherwise, (12)

where IFPL
t was FPL’s choice at time t. We assume that the values P(IFPL

t = i)
are provided by some oracle.

It is not hard to adapt the proof of Theorem 1 to analyze FPL under these
conditions. As in the steps up to (8),

Eqt [c
FPL
t |h<t] = Eq∗,qt,rt,ut [ĉ

F̃PL
t |h<t]Eq∗,qt,rt,ut [ĉ

F̃PL(q∗)
t (qt)|h<t].

The overly explicit notation ĉ
F̃PL(q∗)
t (qt) serves to remind that the cost vec-

tor estimated is obtained using qt, while F̃PL’s choice incurring cost stems
from q∗. It is essential that qt and q∗ are independent. Observe that in gen-
eral, Eq∗,qt,rt,ut [ĉ

F̃PL(q∗)
t (qt)|h<t] � Eqt,rt,ut [ĉ

F̃PL(qt)
t (qt)|h<t]: the latter quantity,

which is the actual estimated cost of F̃PL’s choice, is biased and too large.
Abbreviate pi = P(I F̃PL

t = i) and πi = P(I ĨFPL
t = i). Denote the exponen-

tial distribution by µ and integration with respect to q1 . . . qn without the ith
coordinate by

∫
. . . dµ(q �=i). Moreover, for x ∈ R, let x+ = max{x, 0}. Then,

similarly to the proof of [6, Theorem 4],

pi =
∫ ∞∫

max
j �=i

{ηt(ĉi
<t−ĉj

<t)+qj}

dµ(qi)dµ(q �=i)
∫
e
−(max

j �=i
{ηt(ĉi

<t−ĉj
<t)+qj})+

dµ(q �=i) (13)

≤
∫
e

ηt
pi e

−(max
j �=i

{ηt(ĉi
<t−ĉj

<t)+qj}+ ηt
pi )+

dµ(q �=i)

≤ e
ηt
pi

∫
e
−(max

j �=i
{ηt(ĉi

1:t−ĉj
1:t)+qj})+

dµ(q �=i) = e
ηt
pi πi.
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Hence, πi ≥ pie
−ηt

pi ≥ pi
(
1− ηt

pi

)
= pi − ηt, which implies

Eq∗,qt,rt,ut [ĉ
F̃PL
t |h<t] =

n∑
i=1

pi
n∑

j=1

pj
�i=j

cit
pi

=
n∑

i=1

picit

≤
n∑

i=1

πicit + nηt = Eq∗,qt,rt,ut [ĉ
ĨFPL
t |h<t] + nηt.

This shows the step from feasible to infeasible FPL. The last step from infeasible
FPL to the best decision in hindsight proceeds as shown already above and in
[5,6]. Like before, it causes the upper bound of the cumulative regret to increase
by log n

ηT
. This is true for any (q1:T , r1:T , u1:T ), hence also in expectation. The total

regret is thus upper bounded by log n
ηT

+ n
∑T

t=1 ηt, and we have just proved:

Theorem 2. The algorithm FPL (1), obtaining cost estimates according to (12)

and with learning rate ηt =
√

log n
2nt achieves a regret of at most

EcFPL
1:T − ci1:T ≤ 2

√
2Tn logn for any i ∈ {1 . . . n}. (14)

We would like to point to a remarkable symmetry break here. It is straightfor-
ward to formulate FPL and the analysis from Section 3 for reward maximization
instead of cost minimization. Then the (perturbed) leader is the expert with
the highest (perturbed) reward, and perturbations are added to the scores. In
the full information game, this reward maximization is perfectly symmetric to
cost minimization by just setting reward i

t = 1 − cit: all probabilities, distribu-
tions, and outcomes will be exactly the same. This is different in the partial
observation case: There, in case of reward, the expert by FPL is the only one
which can gain score. This is an advantage, in contrast to the disadvantage in
case of loss minimization: Here, the selected expert is the only one to worsen its
score. Put it differently, there is an automatic exploration or self-stabilization in
the cost minimization case. With this intuition, it is less surprising that we did
not need explicit exploration in Theorem 2. The corresponding result for reward
maximization would not hold, as simple counterexamples show. Formally, it is
the step from FPL to infeasible FPL which fails: A computation similar to (13)
only shows πi ≤ pie

ηt
pi , which does not imply a sufficiently strong assertion in

general. However, reintroducing the exploration rate γt, we may set ηt = γt

n .

This implies ηt

pi ≤ 1 for all i, hence e
ηt
pi ≤ 1 + 2 ηt

pi . Letting γt =
√

n log n
t , we can

conclude a bound like (14).

4.1 A Computationally Feasible Algorithm

We conclude this section by discussing a computationally feasible variant of FPL
using all observations. This algorithm is constructed in a straightforward way:
Select the current action i = IFPL

t according to FPL and substitute the estimate
ĉit from (12) by ĉit = ci

t

p̂i
t
. It remains to estimate p̂i

t by a Monte Carlo simulation.
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There are two possibilities of error: either p̂i
t overestimates pi

t, or it under-
estimates pi

t. The respective consequences are different: If p̂i
t > pi

t, then the
instantaneous cost of the selected expert is just underestimated. We can account
for this by adding a small correction to the instantaneous regret. At the end
of the game, we perform well with respect to the underestimated costs, which
are upper bounded by the true costs. This does not cause any further problems.
The case p̂i

t < pi
t is more critical, since then at the end of the game we perform

well only w.r.t. overestimated costs. We therefore have to treat this case more
carefully.

Problems arise if the true probability pi
t is very close to 0, as then the Monte

Carlo sample might contain very few or no hits and the variance of the estimated
cost is high. Since FPL does not prevent this case, we reintroduce γt as an
“exploration threshold”. Let γt = 1

2
√

t
≤ 1

2 . We first assume that pi
t ≥ γt. If

this assumption is false but we use p̂i
t ≥ γt, then p̂i

t is an overestimate and we
have to consider an additional instantaneous regret. This case has probability at
most γt. Consequently, as (true) instantaneous costs are always bounded by 1,
the additional instantaneous regret is at most γt.

We sample the perturbed leader k ∈ N times and denote by ai(k) the number
of times the leader happens to be expert i. Recall that expert i is the one already
selected by FPL. By Hoeffding’s inequality, the distribution of ai(k)

k is sharply
peaked around its mean pi:

P
[

ai(k)
k − pi ≥ γ2

t√
2

]
≤ e−γ4

t k and P
[

ai(k)
k − pi ≤ − γ2

t√
2

]
≤ e−γ4

t k.

We choose k such that the probability bounds on the r.h.s. are at most γt, i.e.
e−γ4

t k ≤ γt. Consequently we should sample k =
⌈
γ−4

t log(γ−1
t )
⌉
=
⌈
2t2 log(2

√
t)
⌉

times. Hence the sampling complexity of the algorithm is O(t2 log t). Let

p̂i
t := max

{
γt,

ai(k)
k − γ2

t√
2

}
,

then p̂i
t ≤ pi

t with probability at least 1 − γt (recall the assumption pi
t ≥ γt).

Hence the possibility of overestimate p̂i
t > pi

t causes an additional regret of γt.
Finally we need to deal with possible underestimates. For some integerm ≥ 1,

the probability that p̂i
t falls below pi

t − (
√

m+1)γ2
t√

2
is at most

P
[

ai(k)
k − pi ≤ −

√
mγ2

t√
2

]
≤ e−mγ4

t k ≤ γm
t (15)

by Hoeffding’s inequality. We partition the interval [γt, p
t
i) of all possible under-

estimates into subintervals A1 =
[
pi

t − 2γ2
t√
2
, pi

t

)
and

Am =
[
pi

t − (
√

m+1)γ2
t√

2
, pi

t − (
√

m−1+1)γ2
t√

2

)
, m ≥ 2.

We do not need to consider m with the property Am ∩ [γt, p
t
i) = ∅. That is, we

can restrict to m small enough that pt
i −
√

1
2 (
√
m + 1)γ2

t ≥ γt −
√

1
2γ

2
t . Let M
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be the largest m for which this condition is satisfied, then one can easily see√
m+ 1 ≤ √M + 1 ≤ √2(p− γt +

√
1
2γ

2
t )/γ2

t .

Claim. If m ≤M , then ci
t

pi
t−(

√
m+1)γ2

t /
√

2
≤ ci

t

pi
t

+ γt(
√
m+ 1).

This follows by a simple algebraic manipulation. Consequently, for p̂t
i ∈ Am,

we have Eĉit ≤ cit + (
√
m+ 1)γt. Moreover, p̂i

t ∈ Am occurs with probability at
most γm−1

t according to (15). By bounding the expectation over all Am, we thus
obtain an additional regret of at most

M∑
m=1

(
√
m+ 1)γm

t ≤ γt

∞∑
m=0

(m+ 2)γm
t ≤ 2γt

1− γt
+

γ2
t

(1− γt)2
≤ 5γt,

since γt ≤ 1
2 . Altogether, this proves the following theorem.

Theorem 3. Let γt = 1
2
√

t
be the exploration threshold. In each time step, after

selecting one expert i, let FPL obtain an estimate p̂i
t = max

{
γt,

ai(k)
k − γ2

t√
2

}
for P(IFPL

t = i), by sampling the perturbed leader k =
⌈
2t2 log(2

√
t)
⌉

times and
counting the number of hits ai(k). Let the estimated cost of the selected expert be
ĉit = cit/p̂

i
t, and the estimated cost of all other experts be zero. Then the algorithm

FPL (1) with learning rate ηt =
√

log n
2nt achieves a regret of at most

EcFPL
1:T − ci1:T ≤ 2

√
2Tn logn+ 7

√
T for any i ∈ {1 . . . n}. (16)

5 Discussion

The main statement of this paper is the following:

If we have a regret minimization algorithm with a bound guaran-
teed against an oblivious adversary, and if the algorithm chooses
the current action/expert by some independent random sampling
based on past cumulative scores (e.g. FPL or weighted majority),
then the same bound also holds against an adaptive adversary.
This is true both for full and partial observations.

We have used this argument for showing bounds for FPL in the adversarial ban-
dit problem. The strategy to use only feedback from exploration rounds which is
common for FPL achieves a regret bound of O(t

2
3 ). As the algorithm is label effi-

cient, this bound is sharp. Using all observations allows to push the regret down
to O(

√
t). Then however the sampling probabilities have to be approximated.

In the same way, it is possible to use our argument for the general geometric
online optimization problem [7,8], also resulting in a O(t

2
3 ) regret bound against

adaptive adversary. An interesting open problem is the following: Under which
conditions and how is it possible to use all observations in the geometric online
optimization problem, hopefully arriving at a O(

√
t) bound?
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We conclude with a note on regret against an adaptive adversary. We consid-
ered the external regret w.r.t. the best action/strategy/expert from a pool. There
are two directions from here. One is to go to different regret definitions, such
as internal regret. The other one is to change the reference and compare to the
hypothetical performance of the best strategy, in this way accepting a stronger
type of dependency of the future costs from the currently selected action (see
e.g. [11] and the references therein). It is one of the major open problems to
propose refined algorithms and prove better bounds in this model.
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Abstract. Two dimensional cutting and packing problems have applications in 
many manufacturing and job allocation problems. In particular, in VLSI floor 
planning problems and stock cutting problems, many simulated annealing and 
genetic algorithms based methods have been proposed in the last ten years. 
These researches have mainly been focused on finding efficient data structures 
for representing packing results so the search space and processing time of the 
underlying search engine can be minimized. In this paper, we tackle the prob-
lem from a different approach. Instead of using stochastic searches, we intro-
duce an effective deterministic optimization algorithm for packing and cutting. 
By combining an improved Least Flexibility First principle and a greedy search 
based evaluation routine, we can obtain very encouraging results: In stock cut-
ting problems, our algorithm achieved over 99% average packing density for a 
series of public rectangle packing data sets, which is significantly better than 
the 96% packing density obtained by meta-heuristics (simulated annealing) 
based results while using much less CPU time; whereas in rectangle packing 
applying the well-known MCNC and GSRC benchmarks, we achieved the best 
(over 96%) packing density among all known published results packed by other 
methods. Our encouraging results seem to suggesting a new experimen-
tal direction in designing efficient deterministic heuristics for some kind 
of hard combinatorial problems. 

1   Introduction 

The two dimensional packing problem is defined as follow: given a set of n rectangu-
lar items of size (w1,h1), (w2,h2), … , (wn,hn), and a larger container box, we want to 
find the minimum box size that would allow all the rectangles to be fit inside the box 
without overlapping. Packing problem [17-26] has applications in many areas ranging 
from newspaper layout editing to VLSI floor planning problems. Another problem 
closely related to packing is the stock cutting problem[1][6][7][10][11][13], which 
requires the rectangles to be packed in a long strip of fixed width W, and of undefined 
height. The objective is to minimize the height of the strip used for the packing. This 
problem occurs in many practical applications ranging from steel sheet pattern cutting 
to resource allocation and job scheduling problems.  

Both packing and stock cutting are the 2-dimensional extension of the 1-D bin 
packing problem, which has been shown to be NP-complete. As a result, most re-
searches in this subject are focusing on approximate solutions, commonly employing 
heuristic and meta-heuristics algorithms such as simulated annealing (SA) or genetic 
algorithms (GA).  
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In stock cutting, one of the earliest approach is the Bottom-Left (BL) heuristic. In 
BL, the rectangles to be packed are, starting from the top-right corner of the container 
box, first slide vertically downward as far as possible, followed by sliding horizontally 
as far as possible to the left.  Several enhanced version of BL exists. One variant is the 
Bottom-Left-Fill (BLF) heuristic. In BLF, instead of sliding downward and leftward, 
the rectangles are placed directly into the lowest positions available, left justified. BLF 
can fill “holes” that are not reachable using BL, but has a higher complexity ( O(n3) 
Vs O(n log n) ) [12].    

Both BL and BLF are later used in meta-heuristics based approaches. Jacobs [6] 
proposed an approach that used GA to determine the packing order of the rectangles 
which are to be packed using BL, Dagli and Poshyanonder [11] proposed a hybrid GA 
and neural network approach based on slicing method. Burke and Kendall [10] used 
SA to solve a related but more general problem of convex polygon packing, and ap-
plied it in stock cutting in their experiments. Finally, Hopper and Turon [12] studied 
the result of different combination of SA and GA, with various placement heuristics 
such as BL or BLF, and concluded that the SA + BLF combination is the best in term 
of solution quality for stock cutting problems. 

Researches in packing problems have been even more active than in stock cutting, 
particularly in the VLSI floor-planning communities where many SA based ap-
proaches have been proposed. These researches have mainly been focusing on finding 
an efficient data structure for representing packing results such that the search space 
and processing time of the underlying SA search engine can be minimized. Typically, 
a packing solution is encoded as some type of sequences, graphs or trees based repre-
sentation. Some corresponding moves are then defined for transforming one packing 
solution to another and an SA engine is then responsibility for finding a good packing 
result. One such early work is the Normalized Polish Expression [21] for handling a 
special type of packing problems known as slicing floorplans packing.  

Another influential SA-based packing approach is the sequence pair (SP) [9]. In 
[9], a floorplan is represented as two sequences, where each sequence contains a per-
mutation of the rectangles to be packed. The relative locations or any two rectangles in 
the two sequences define the geometric relations between the two rectangles in the 
packing. The original SP algorithm required O(n2) time for decoding and evaluating 
any pair of sequences. Later, a faster version [19] reduced it to O(n log n) time. 

Soon after the introduction of SP, many other competing representations began to 
appear. In the O-tree approach [24], each rectangle is represented by a node in a tree, 
where the x axis coordinate of any rectangles is determined by the location and width 
of its parent node rectangle only, and the y-axis coordinate is to be decided by the 
insertion orders of the nodes in the tree. The B*-tree [25] approach proposed to use a 
binary tree representation, with left child of a node representing an adjacent rectangle 
located on the top, and the right child represents the lowest unvisited adjacent rectan-
gle located on the right. Moves are defined for rotating rectangles, moving nodes and 
swapping nodes within the tree for the benefit of the SA engine. 

Another graph based method is TCG [20] which was later enhanced to a faster 
version called TCG-S [21]. In TCG (and TCG-S) a packing is represented as a pair of 
transitive closure graphs. Here, each graph directly encodes the relative positions of 
any two rectangles. TCG and TCG-S have been shown to equivalent to SP (each TCG 
pair of graphs corresponds to one sequence pair and vice versa). Finally, an approach 
called ACG [23] was published recently. Instead of encoding the relative location of 
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each pair of rectangles as done in SP and TCG, ACG uses a constraint graph to repre-
sent only rectangles that are adjacent to each other. Their results showed that ACG is 
superior in term of packing area while using similar annealing schedule. 

Apart from general non-slicing floorplan packing, there are also several works 
dedicated to a special type of floorplans packing problem known as Mosaic floor-
plans. Basically, a Mosaic floorplan is one that contains no empty rooms (i.e. no unoc-
cupied empty space between two rectangles). Examples of these works include the 
corner list (ECBL) [17], the Q-sequence [18] and the twin binary sequence (TBS)[26]. 
These algorithms can be extended for handling general packing problems by inserting 
dummy rooms, but at various costs. 

So far, these SA and GA based approaches are producing close to optimal results in 
a series of small to medium size benchmark problems. For larger problems with 100 
rectangles or more, however, the results are not as convincing. Yet, experience tells us 
that for these larger problems it should actually be easier to produce good results in 
term of packing density. The reason is that there are more rectangles of various sizes 
available to fill up any packing gaps. (Small problems, on the other hands, are already 
solved by exhaustive searches, meaning that approximate solutions are not required, 
even if the SA results are good.[27] 

Instead of using stochastic algorithms, our research took another direction. In our 
previous work we proposed a “Least Flexibility First” (LFF) packing principle [8] in 
which the least flexible rectangles, which are the longest ones, are placed into the least 
flexible locations of the box, the corners, using a search that involves evaluation by 
greedy algorithm. Our current work is developed on the foundation of the LFF princi-
ples. In this paper, we take the LFF principle one step further by considering the both 
the flexibility of candidate placement locations and that of the rectangles. By introduc-
ing a tightness measure for representing the degree of fitting between rectangles and 
placement locations, we can propose an enhanced version of LFF, called LFFT, which 
will be discussed in the following sections. We will see that the result of applying 
LFFT in both packing and cutting is very encouraging, in terms of both packing den-
sity and running time, compared with the above mentioned algorithms. We also pro-
pose a fast version of the algorithm known as LFFT-fast for handling large problem 
sets efficiently.   

The organization of the remaining parts of this paper is as follow. Section 2 de-
scribes the Least-Flexibility-First principle and the LFFT algorithm. Section 3 and 
section 4 handles the stock cutting problems and the packing problems respectively. 
Section 5 concludes our work. 

2   The Least Flexibility First Principle 

A 2-d packing problem can be stated as follow: Given an initially empty rectangular 
container box, with coordinate and a set of smaller rectangles (w1,h1), 
(w2,h2)…(wn,hn), where each w and h represent the width and height of a rectangle, we 
need to find a packing solution such that each rectangle can be placed inside the box 
without overlapping. If no such solutions are found, depending on the application 
requirement, we can either obtain a partial solution in which the amount of unused 
space is minimized or we can repeat with larger container boxes in order to find the 
smallest box size that will fit (as in stock cutting problems and packing problems).    
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LFF is based on the idea of flexibility. Two types of flexibilities are considered: (1) 
Flexibility of rectangle: The flexibility of a rectangle can be defined as 
Flexr  = 1 / (max (Wh, Hh))  where Wh and Hh  are width and height of the rectangle 
respectively. In LFF, the rectangles to be packed are pre-sorted such that the longer 
rectangles (i.e. the less flexible ones) will have higher packing priority. (2) Flexibility 
of location: the ancient Chinese farmers and masons had an approximating heuristic 
to the packing problems that can be summarized by the following rule-of thumb: 
“Golden are the corners; silvery are the sides; and strawy are the voids” The saying 
assign higher priorities to the rectangle placement locations that situate at corners of 
the box or corners formed by other rectangles, followed by locations along the sides, 
as the corners locations are considered to have less flexibilities than the side locations 
and void spaces. The idea is illustrated by Figure 1. The corner placement locations 
(C and D), are less flexible than the side location (B) and the void space (A). In this 
case, location (D) is the preferred placement location of the rectangle. 

Fig. 1. The least flexibility first principle 

The basic principle of LFF is thus to pack the least flexible remaining rectangles, 
which is the longest one, in one the least flexible packing locations, the corners. How-
ever, as illustrated in Figure 1, for a given rectangle, some corner locations (D) are 
more desirable than others (C). To capture this idea, we can define, given and a list of 
already packed rectangles P, the degree of fitting between a rectangle R and a candi-
date location L as Fit(R,L,P) =  SharedPerim(R,L,P) / Perim (R) where Shared-
Perim(R,L,P) is the length of the perimeter of R that is shared by the edge of the box, 
or by other rectangles in L, and Perim(R) is the perimeter of R.  

The idea of rectangle flexibility, location flexibility and the degree of fitting is util-
ized by the LFFT algorithm as given in Figure 3. The central part of the LFFT algo-
rithm is a series of independent greedy search that evaluate the fitness function value 
(FFV) of a list of (rect, corner) pairs, where rect is a rectangle to be packed, corner is 
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a corner location that the rectangle can be placed without overlapping. Each pair 
forms a corner-occupying packing move (COPM). In each iteration, each COPM is 
pseudo-packed in turn and is evaluated using a greedy search such that, in each step of 
the greedy-search, the least flexible remaining rectangle (the longest one), is pseudo-
packed in the corner location with the highest degree of fitting. (The pseudo-packed 
rectangles are removed after each greedy search), until no more rectangles can be 
packed. The total packed area at the end of the greedy search is then used as the fit-
ness function value (FFV) for that COPM. The COPM with the highest FFV is chosen 
as the next packing move. 

In our implementation, the degree of fitting for each COPM is approximated using 
an eight point tightness heuristic which is defined as follow. For each candidate rec-
tangle placement location, we look at the points that are immediately adjacent to each 
corner of the candidate rectangle. That is, suppose a COPM is bounded by the points 
{(x0,y0), (x0,y1), (x1,y1), (x1,y0)}, we check whether the 8 corner adjacent points  
{(x0 , y0 -δ ), (x0-δ , y0), (x0 -δ ,y1), (x0, y1 +δ ) (x1, y1+δ ), (x1+δ ,y1), (x1+δ ,y0),  
(x1, y0-δ )} are occupied.  In Figure 2, the locations of the eight points are marked by 
circle for both placement location A and B. 

Our tightness value heuristic is then simply defined as the number of corner adja-
cent points that is not located in open space (that is, either in packed area or outside 
the box boundary).  In the Figure 2 example, the tightness value of rectangle A and B 
are 3 and 4 respectively. 

LFFT differs from the previous version (LFF) [9] in two aspects. The first is a way 
to choose the next rectangle to be greedily packed. In the original approach, we only 
need to find the longest rectangle that has a valid move. As we don’t care where it is 
placed we can simply pick the first valid corner in the list. In LFFT, however, we need 
also to examine the tightness value of each valid corner moves for that chosen rectan-
gle. That is, for each step in the greedy search, we find the longest rectangle that has a 
valid move, and pack it in the corner location that has the highest tightness value. The 
second difference is the introduction of a parameter q. In the original LFF algorithm, 
at the beginning and after any rectangle is packed, an updated list of COPMs is gener-
ated for each of the remaining unpacked rectangle. Each of the COPMs is then evalu-
ated by a greedy search to determine the fitness function value (FFV) and the COPM 
with the highest FFV is picked as the next move. However, observations indicated that 
the COPM that has the highest FFV is much more likely to belong to one of the long-
est few rectangles. This means that most of the greedy searches performed for the 
COPMs of the shorter rectangles have little effects on the outcome. Because of this, a 
top-level branch factor parameter q is introduced in LFFT. In each iteration, we per-
form greedy searches for the COPMs of the q longest rectangles only, where 1  q  n, 
and n is the number of rectangles in the problem set.  

As in the original LFF algorithm, the placement of a rectangle in each iteration of 
the LFFT algorithm will occupy one or more corners, but, in the same time, also gen-
erates some new corners. The upper bound of the number of corners should be propor-
tional to n, where n is the total number of rectangles to be packed. Therefore the 
length of the COPMs list in each iteration will be bounded by O(q * n). For each entry 
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in the COPM list, a greedy search is performed so that each remaining rectangle will 
be pseudo-packed. In our implementation, both the packed and pseudo-packed rectan-
gles are stored using a k-d tree data structure [2], which is basically a multi-
dimensional binary tree that can be used for supporting area operations on 2-space. 
The k-d tree helps to reduce the complexity by providing a fast O(log n) region search 
operations. As a result, the complexity of one iteration of LFFT will be O(q *  n *  n2  
*  log n). As the process is repeated once for each rectangle packed (i.e. O(n)), the 
worst case time complexity of LFFT is thus O( n4 log n) if a constant value q is used, 
or O( n5 log n) if q = n.  

The value to be chosen for q would depend on the problem set size, the desired re-
sult quality and the speed of the machine available. Our experiments are run on a 
1.8GHz Pentium 4 PC with 256MB memory with all programs coded in C. Under this 
setting, experience suggested that we can use q=n for very small problems with less 
than 50 rectangles; use q=5 or q=10 for medium sized problems with 150 rectangles or 
less, and use q=1 for larger problems with 150 rectangles or more.  

Apart from the LFFT algorithm presented above, we also implemented a fast ver-
sion of the algorithm, labeled LFFT-fast. Unlike the full version of LFFT, LFFT-fast 
do not perform multiple greedy searches for each COPM. Instead, in each iteration, 
the least flexible remaining rectangle (the longest one) is packed directly at the loca-
tion with the highest tightness value. The algorithm is shown in Figure 4.  

Experiment results for both LFFT and LFFT-fast are presented in the following 
sections. 

3   Stock Cutting Problems Experiments 

In this section we apply LFFT to the stock cutting problem, which is described as 
follows: Given a set of m rectangles {r1, r2 , r3…rm}, where each  ri has a width wi and 
height hi , and a container box of width W and undefined height, we want to pack the 
rectangles in into the bottom of the box such that the height of the used section of the 
box is minimized. The rectangles can be rotated by 90 degrees if necessary. 

We apply our algorithm to stock cutting by a simple approach that we repeatedly 
apply LFFT using a small top level branch factor q, and systematically increase the 
height of the container box by 0.1% in subsequence calls until a successful complete 
packing is achieved. Experiment results show that LFFT achieves a high packing 
density of over 97% for most of the larger (size > 50) benchmark datasets we tested, 
so the number of iterations is manageable. The value to be chosen for the top-level 
branch factor parameter (q) would depend on the data set size, the desired result qual-
ity and the speed of the machine available as mentioned above. Experiment results are 
given in the following sub-sections where all running time are rounded to the nearest 
seconds. Running times of less than 1 second are displayed as ‘1’. The running time 
of LFFT includes the running time of the final successful run where all rectangles are 
packed and the running times of all previous unsuccessful attempts. The packing 
densities, which are defined as the total packed area divided by the container box 
area, are displayed in percent. 
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Fig. 3. LFFT algorithm 

3.1   Hopper and Turton Stock Cutting Data Sets 

The first set of tests is done using the Hopper and Turton data sets defined in [13]. 
There are 21 data sets with size ranging from 16 to 196 rectangles grouped in 7  
 

    A      B 

Fig. 2. Tightness measure 

 

1 Choose the longest q rectangles from the list of rectangles that are not yet packed 

   1.1  Generate a list of (rect, corner) pairs, where rect is in the list of the q longest unpacked    

          rectangles,  corner is a corner location that the rectangle can be placed without overlap-          

          ping. Each pair forms a  corner-occupying packing move (COPM) 

   1.2  For each COPM   

      1.2.1 Pseudo pack this COPM . (i.e., temporarily pack this COPM for evaluation) 

      1.2.2 Sort all the remaining unpacked rectangles by their longest side and pseudo pack all   

                these remaining rectangles greedily : -  

    1.2.2.1 While there are rectangles remaining and there are spaces in the box, 

       1.2.2.1.1 If there is a location that the next rectangle in the sorted list can fit, then,   

                     - For each legal corner moves of that rectangle, calculate the tightness values.

          -  Choose the corner move with the highest tightness values and pseudo pack this  

              rectangle there.    

           -  Update the corner lists and move to the next rectangle in the list 

       Else 

                          -  Skip this rectangle 

          1.2.2.2 . At the end of the greedy search, return the total packed area as the fitness function  

        value (FFV) of this COPM. 

1.    1.3 Choose COPM with the highest FFV as the next move, update the list of packed rectangles  

             and corners,  and go to step 1 to repeat the process if there are rectangles still not packed 

. 

Note: All pseudo packed rectangles are removed before the next COPM is considered. 



 On Improved Least Flexibility First Heuristics Superior  77 

 

 
 

 
 
 
 
 
 
 
 
 

 
 

 
 

Fig. 4. LFFT-fast algorithm 

different sized categories, with the optimal packing density being 100% for all prob-
lems. The result for the data sets using LFFT with q=5 is shown in Figure 5. The cor-
responding BLF, BLF + GA and BLF + SA results as quoted from [13] are also listed 
for comparison. It should be noted that their tests are run on a machine where the 
speed is only about 10% of ours. But as shown below, our results are still good in 
terms of running time even after we take the machine speed into account. In fact, 
LFFT achieved the optimal solution of 100% packing density in 12 cases out of the 
total 21 cases, over 99% packing density in 18 cases (The results would be even better 
if a higher value of q is used, but the running time is also proportional to q). The run-
ning time for the largest 197 rectangles problem set (Category 7 problem 3) is 2234 
seconds for our PC machine, which is acceptable.  

BLF BLF + GA BLF + SA LFFT  (q=5)  
 

 
Size 

 
Width 

Density    
Time 
(s) 

Density Time 
(s) 

Density Time 
(s) 

Density Time 
(s) 

Cat 1 16/17 20 89%  1 96% 60 96% 42 100% 1 

Cat 2 25 40 84% 1 93% 120 94% 144 100% 1 

Cat 3 28/29 60 88% 1 95% 180 95% 240 99% 2 

Cat 4 49 60 95% 1 97% 780 97% 1980 98% 15 

Cat 5 73 60 95% 1 96% 2180 97% 6900 99% 31 

Cat 6 97 80 95% 1 96% 5160 97% 22920 99% 92 

Cat 7 196/197 160 95% 1 95% 46620 96% 258600 99% 2150 

Aver-
age 

  92%  95%  96%  99%  

Fig. 5. Stocking cutting results for Hopper Dataset 

1 Choose the longest rectangle from the list of rectangles that are not yet packed 

     1.1 Generate a list of (rect, corner) pairs, where rect is the longest unpacked rectangles,           

           corner is a corner location that the rectangle can be placed without overlapping. Each pair   

           forms a corner-occupying packing move (COPM) 

     1.2  If the list of COPM is not empty 

          1.2.1  For each COPM   

               1.2.1.1 Calculate the tightness value  

          1.2.2  Choose the COPM with the highest tightness value as the next move, update the list

    packed rectangles and corners, and go to step 1 to repeat the process if there are rectangles    

still not packed. 

     1.3  Else 

          1.3.1  Report failure.   
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3.2   Other Stock Cutting Data Sets from the Literature 

Next, we tested our algorithm using problem sets from other literatures. Unfortunately 
the running time is not published in manyof the cases so most comparisons are on 
packing density only. Because of the small data set size we used LFFT with q=n for 
all cases. As shown in Figure 6, our results are also good comparing with other known 
approaches. For the Kendall dataset, our LFFT result of height 148 is not too far from 
the optimal result of 140, and is better than the SA [10] result of 158. For the Jacobs 
data sets J1 and J2, our result of height 16 is better than the mean height of 17 ob-
tained using GA [6][16]. For the Dagli data sets D1 and D2, our packing densities are 
97.8% and 97.6% respectively, which achieved more than 5% improvements over the 
GA result of 92%[14]. Hopper and Turton reported results in the range of 92% to 98% 
using BLF + SA [13] for these two problems, so in comparison our results are good. 
For the Dagli dataset D3, our result of 98.6% is better than the GA best-case result of 
94% reported in [15]. For the Dagli dataset D4 our result is better than both the  re-
ported result of a hybrid GA + neural network approach [11] and the result using BLF 
+ SA[13]. 

LFFT (q=n)  Other Algorithms   
Data set  

 
Size 

 
Box 
Width 

Height Packing 
Density 

Time  
(s) 

Algorithm Packing 
Density 

Kendall 
[10] 

12 80 148 94.6%  3 SA [10] 88.6% 

Jacobs J1 
[6] 

25 40 16 93.7% 13 GA [6][16] 
BL [6] 

88.2% 
71.4% 

Jacobs J2 
[6] 

50 40 16 93.7% 88 GA [6][16] 
BL [6] 

88.2% 
71.4% 

Dagli D1 
[14]  

31 31 46 97.8% 17 GA [14] 
BLF + SA [13] 

92% 
92 % to 98% 

Dagli D2 
[14] 

21 21 41 97.6%  4 GA[14] 
BLF + SA [13] 

92% 
92 % to 98% 

Dagli D3 
[15] 

37 37 113 98.6% 32 GA[15] # 94% 

Dagli D4 
[11] 

37 37 164 97.6% 40 Neural GA [11] 
BLF + SA[13] 

95% to 97% 
95% to 96% 

                                                                                                                       # Best case result 

Fig. 6. Stocking cutting results (other problem sets) 

4   Packing Problems Experiments Using LFFT 

In this section we discuss the result of applying LFFT in packing problems, which can 
be described as follow: given a set of m rectangles {r1, r2, r3,…rm}, where each rectan-
gle ri has a width wi and height hi and a container box of to-be-determined size, we 
want to pack the rectangles in into the box such that the area of the container box is 
minimized. The rectangles can be rotated by 90 degrees if necessary. As with stock 
cutting problems, we handle this by repeatedly applying LFFT using a small top-level 
branch factor (q), and systematically increase the width height of the container box in 
subsequence calls until a successful complete packing is achieved. As before, the 
choice of q  depends on the problem size and the desired quality of the packing result.  
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Results of applying LFFT on MCNC and GSRC benchmark problems are shown 
in Figure 7. We tested the two medium size MCNC problems ami33 and ami49 using 
LFFT with q=1, whereas the larger GSRC data sets n100, n200 and n300 are handled 
using LFFT-fast. We did not perform test on the smaller MCNC benchmarks apte, 
xerox and hp as these problems have already been solved by exhaustive search, mak-
ing approximate algorithms meaningless [27]. Results quoted from previous SA based 
approaches are also listed for comparison, with the exception of the TBS results [26] 
where we, for the sake of fair comparison, choose to repeat their results with a longer 
running time than they previously allowed1. LFFT achieved packing density of 96.8% 
for ami33, 97.8% for ami49, 99.8% for n100, 95.9% for n200, 96.5% for n300, and, as 
seen in figure 7, LFFT is better than the SA based approaches in term of smaller used  

 
 ami33 ami49 n100 n200 n300 
 Area   Time Area    Time Area     Time Area    Time Area    Time 
TCG2  [20] 1.2        91 37.04    590 197800   2487   
TCG-S2 [22] 1.24      23 38.47    63 192000   458 197000  4233 307000 163000 
ACG2  [23] 1.2        2 36.92    7 187500   28 187100   129 293700  322 
ENPA3 [24] 1.242   119 37.73    406 - - - 
ECBL4 [17] 1.192    73 36.70    117 - - - 
TBS2  [26] 1.186    50 37.01    985 - - - 
B* tree4 [25] 1.27      3417 36.8      4752 - - - 
Fast-SP4[19] 1.185    28 36.82    48 191200   128 197500   350 312300 653 
Q-Seq4 [18] 1.194    40 36.75    57 - - - 
LFFT 1.177    10 36.24    77 179776   1 183184     6 283024   17 

Fig. 7. Packing results for  MCNC and GSRC problem sets 

area, while uses less computation time. For instance, LFFT-fast result for the largest 
problem (the 300 rectangles n300 ) is a big improvement over the currently best pub-
lished result to our knowledge using ACG (packing density of 96.5% Vs 93.0%) while 
using much less CPU time (17 sec Vs 322 sec). 

Additionally, we also tested the playout data set and achieved an encouraging 
packing density of 98.9% in 148 seconds using LFFT with q=10.  

5   Conclusion 

Packing and stock cutting problems are active research areas where many stochastic 
or non-deterministic algorithms (like SA and GA) approaches were proposed in the 
past. While being able to obtain good results for many small to medium size bench-
mark problems, the CPU overhead has imposed a severe obstacle for their applica-
tions upon larger problem instances (for example, larger problems with 100 or more 
rectangles). In this paper, we handle the packing and cutting problem by extending 
our greedy-search based Least-Flexibility-First packing algorithm using an eight-
                                                           
1 We would like to thank E.F.Y.Young, author of [26], for kindly providing us their source-

code for this purpose. 
2 Best result from 5 runs.  
3 Best result from 100 runs.  
4 It is not clear that whether they are publishing the best result or the average results from sev-

eral runs. 
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points tightness measure. Our result is very encouraging. The improvement in packing 
density allowed us to apply the enhanced algorithm for both stock-cutting and pack-
ing problems by repeatedly applying the algorithm using a small top-level branch 
factor. This approach achieved a high average packing density of over 99% in one set 
of stock cutting benchmark data sets with the optimal solution found in over half of 
the cases, and we also obtained close to optimal results in other datasets from the 
literature. The result of applying the algorithm to packing problems is also excellent 
since our results is better than all other known results produced by SA based algo-
rithms while we used much less CPU time.  
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Abstract. The development and testing of software-based systems is an 
essential activity for the automotive industry. 50-70 software-based systems 
with different complexities and developed by various suppliers are installed in 
today’s premium vehicles, communicating with each other via different bus 
systems. The integration and testing of systems of this complexity is a very 
challenging task. The aim of testing is to detect faults in the systems under test 
and to convey confidence in the correct functioning of the systems if no faults 
are found during comprehensive testing. Faults not found in the different testing 
phases could have significant consequences that range from customer 
dissatisfaction to damage of physical property or, in safety relevant areas, even 
to the endangering of human lives. Therefore, the thorough testing of developed 
systems is essential. Evolutionary Testing tries to improve the effectiveness and 
efficiency of the testing process by transforming testing objectives into search 
problems, and applying evolutionary computation in order to solve them. 

1   Introduction 

In today’s premium vehicles 50-70 embedded systems with different micro-
controllers and different operating systems (OSEK, QNX…) communicate via several 
bus systems (CAN-B, CAN-C, MOST, Flexray…) exchanging thousands of signals 
and messages. In order to realize complex functionalities, several embedded systems 
have to interact closely, e.g. an ESP system stabilizing a car in critical driving 
situations has to control at least the brakes, gear, and engine. The software-based 
systems integrated in a vehicle are developed and produced by a large number of 
different suppliers. A single software-based system can contain up to 4,000,000 lines 
of software code. The size of the code in the entire vehicle can easily reach more than 
10,000,000 lines of software code resulting in up to 500 MB of on-board software. 
Unforeseen feature interaction can occur due to the interplay of electronics and 
software technology within a network made up of systems of such complexity.  

The testing of systems of this degree of complexity is a very challenging task 
which is considerably more complex than the testing of conventional software 
systems. This is due to the technical features of automotive systems, e.g. the 
computational accuracy of the target system, memory space requirements which have 
to be guaranteed during program execution, or the synchronization of parallel 
processes running on different embedded systems. It is also due to special 
requirements made on these kinds of systems, e.g. the fulfillment of functional as well 
as non-functional requirements such as real-time and safety requirements. Therefore, 
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testing of software-based systems takes up to 50% of the overall development effort 
and budget for automotive embedded systems. 

The most significant weakness of testing is that the postulated functioning of the 
tested system can, in principle, only be verified for those input situations which were 
selected as test data. According to Dijkstra [1], testing can only show the existence 
but not the non-existence of errors. Proof of correctness can only be produced by a 
complete test, i.e. a test with all possible input values, input value sequences, and 
input value combinations under all practically possible constraints. In practice, 
complete testing is usually impossible because of the vast amount of possible input 
situations. Therefore, testing is only a sampling method. Consequently, one of the 
major challenges associated with testing is that of finding test cases that are effective 
at finding faults without requiring an excessive number of tests to be carried out. If 
test cases relevant to the practical deployment of the systems are omitted, the 
probability of detecting faults declines – faults may occur, leading to customer 
dissatisfaction or to damage to physical property. 

Since manual test case design is a time-consuming, tedious, difficult, and error-
prone activity, DaimlerChrysler, Research and Technology develops testing methods 
to increase the effectiveness and efficiency of the test and thus to reduce the overall 
development costs for software-based systems. An extensive automation of testing 
can be achieved by transforming testing objectives into search problems which are 
then solved using evolutionary computation. The application of evolutionary 
computation to test automation is called Evolutionary Testing [2]. This paper surveys 
some of the work undertaken by DaimlerChrysler on the application of Evolutionary 
Testing to solve different testing problems occurring during the development of 
automotive systems. 

The second chapter introduces the basic principles of applying evolutionary 
algorithms to testing. The third chapter discusses the use of Evolutionary Testing for 
functional testing. The fourth chapter describes its application for the automation of 
structural testing, and the fifth chapter presents results for real-time testing. Finally, 
chapter 6 concludes the paper with a summary and an outlook to future work. 

2   Evolutionary Testing 

Due to the non-linearity of software (if-statements, loops, etc.), the conversion of 
testing objectives into optimization tasks usually results in complex, discontinuous, 
and non-linear search spaces. Neighbourhood search methods such as hill climbing 
are not suitable in such cases. Therefore, meta-heuristic search methods, such as 
evolutionary algorithms, are employed because their robustness and suitability for the 
solution of different test tasks has already been proven in previous work, e.g. [3], [4], 
and [5]. 

The suitability of evolutionary algorithms for testing is based on their ability to 
produce effective solutions for complex and poorly understood search spaces with 
many dimensions. The dimensions of the search spaces are directly related to the 
number of input dimensions of the system under test. The execution of different 
program paths and the nested structures in software systems lead to multi-modal 
search spaces when testing. Apart from many local optima, these are also marked by 
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jumps and levels of identical objective function values. Input parameter dependencies 
within the system under test may result in definition gaps. A noisy objective function 
may also be caused by internal system states. In this case, identical input values may 
result in different objective function values. 

During optimization, evolutionary algorithms identify the building blocks of an 
ideal solution, and store those blocks in the individuals within the population. 
Building blocks are the partial solutions (genetic modules) of which good solutions 
are composed. The combination of individuals and different building blocks results in 
more qualified individuals as optimization continues. As well as being particularly 
well-suited to the treatment of complex search spaces, evolutionary algorithms also 
represent a very robust optimization procedure. 

In order to automate tests using evolutionary algorithms, the test aim must be 
transformed into an optimization task. A numerical representation of the test aim is 
necessary, from which a suitable objective function for the evaluation of the generated 
test scenarios can be derived. Depending on which test aim is pursued, different 
objective functions emerge for the evaluation of the test scenarios. If an appropriate 
objective function can be defined for the test aim, and evolutionary computation is 
applied as the search technique, then the Evolutionary Test proceeds as follows. 

The initial set of test scenarios is generated, usually at random. In principle, if test 
scenarios have been obtained by a previous test, they can also be used as an initial 
population. The Evolutionary Test could thus benefit from the tester's knowledge of 
the system under test. 

Each individual within the population represents a test scenario with which the 
system under test is executed. For each test scenario, execution is monitored and the 
objective value is calculated for the corresponding individual. 

Next, individuals with high objective values are selected with a higher probability 
than those with a lower value and are subjected to combination and mutation 
processes to generate new offspring individuals. It is important to ensure that the test 
scenarios generated are valid with respect to the input specification of the system 
under test. The test scenarios resulting from the offspring individuals are again 
evaluated by executing the system under test and monitoring test execution. 

Finally, a new population of individuals is formed by merging offspring and parent 
individuals according to the survival procedures laid down. It is decided which parent 
individuals are replaced by offspring individuals. 

From here on, the process repeats itself, starting with selection until the test 
objective is fulfilled or another given stopping condition is reached (compare Fig. 1). 

In general, there are few prerequisites for the application of the Evolutionary Test. 
An interface specification of the system under test is required to guarantee the 
generation of valid test scenarios. For structural testing, the source code of the test 
object is required. The most important prerequisite is a numerical presentation of the 
testing objective, from which a suitable objective function for the evaluation of 
generated test scenarios can be derived. Different fitness functions emerge for the 
evaluation of test scenarios depending on which test aim is pursued (compare section 
3 - 5). Finally, it must be possible to execute the system under test with the generated 
test scenarios. However, this is a general testing requirement that always has to be 
fulfilled when testing. 
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Fig. 1. Evolutionary Testing 

3   Evolutionary Functional Testing 

As a leading car manufacturer, DaimlerChrysler is constantly developing innovations 
to improve vehicle safety, quality, and comfort. Within this context, automotive 
systems of increasing complexity are developed and have to be tested. Examples of 
such applications are: Distronic (an adaptive cruise control system) with which the 
vehicle maintains a constant distance from a vehicle ahead, automatic vehicle parking, 
or emergency braking systems. In fact, all of the examples are control systems which 
introduce novel comfort and safety functions on the basis of measuring the distance of 
the vehicle to other objects – an application field for automotive systems which is 
becoming increasingly important. Furthermore, all the examples represent very 
complex systems with a multitude of components, whose function is, however, 
narrowly focused. For such systems, DaimlerChrysler is evaluating the possibility of 
using evolutionary testing to improve testing quality and to increase testing 
efficiency. Two applications will be described in the following: the Evolutionary 
Testing of an automatic parking system, and the Evolutionary Testing of a brake 
assistant system. The aim of functional testing is to uncover errors in the functional 
behaviour of the system to be tested. Whilst the objective function can be generalised 
for structural and real-time testing, the objective functions for functional testing are 
specifically tailored to the function of the respective system under test. 
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3.1   Evolutionary Testing of an Automatic Parking System 

The automatic parking system [6] is intended to automate parking lengthways into a 
parking space. To this end, the vehicle is equipped with short range environmental 
sensors, which register objects surrounding the vehicle. On passing, the system can 
recognize sufficiently large parking spaces and signals to the driver that a parking 
space has been found. If the driver decides to park in the detected parking space the 
vehicle does this automatically. 

Input to the automatic parking system is provided by sensor signals, which receive 
information on the state of the vehicle, e.g. vehicle speed or steering wheel position, 
as well as information from the environmental sensors, which register objects in the 
environment of the vehicle. The parking space detection of the automatic parking 
system processes the data from the environmental sensors and delivers the geometry 
of parking spaces detected as being sufficiently large. The automatic parking system 
uses the geometry data on the parking space together with the data from the vehicle 
sensors to steer the vehicle through the parking procedure. For this purpose, velocity 
and steering angle are preset for the vehicle actors. A fundamental requirement for the 
automatic parking system is that the vehicle controlled by the system must not 
damage or even touch other objects in the surrounding of the vehicle. Naturally, the 
fulfilment of this requirement has to be tested thoroughly before such a system may 
be released.  

In order to test the functional behaviour of the automatic parking system an 
objective function has to be defined that calculates a numerical value for the parking 
manoeuvre driven by the system for a generated parking scenario. The objective 
function represents a quality figure for the driven parking manoeuvres and is intended 
to guide the evolutionary search towards finding faulty system behaviour. Therefore, 
good objective function values are assigned to parking scenarios which lead the 
system into a collision or end up in an inadequate parking situation, bad objective 
function values arise for scenarios which attain a good parking position with enough 
clearance from the collision area. Different objective functions could be defined to 
search for parking scenarios leading to faulty system behaviour, e.g. measuring the 
minimum distance occurring between the vehicle’s surface and the borders of the 
parking space during the parking manoeuvre (Fig. 2) [6]. Alternatively, the time to 
contact can be calculated – taking into account not only the distance to a collision but 
also the speed of the vehicle. The shortest time to contact measured for the parking 
manoeuvre could form the objective function value for the parking manoeuvre 
calculated by the automatic parking system. Another option is to use the area included 
between the driving path of the vehicle, and the geometry of the parking space [7]. In 
our experiments all three fitness functions led to good results. 

For the testing of the automatic parking system the tests have to be performed in a 
simulation environment. The simulation environment simulates the properties of the 
vehicle and the surrounding environment. It runs with the control unit "in-the-loop" 
meaning that the simulation environment calculates the sensor data of the vehicle and 
presents it to the automatic parking system. The automatic parking system processes 
this sensor data and reacts to it with control data for the actors captured and evaluated 
in the simulation environment. In this way the complete parking manoeuvre is 
simulated. The parameters necessary for the simulation of a parking scenario are 
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represented by the individuals of the evolutionary search. Parameters are, for 
example, positions of cars which are close by and form the parking space, the position 
of the controlled vehicle itself with respect to the parking space, or the driving 
manoeuvre performed when passing the parking space initially. After the simulation 
of a parking manoeuvre the objective function value is calculated for the parking 
manoeuvre, and assigned to the corresponding individual.  

 

collision areacollision area

collision area

 

Fig. 2. Objective Function Value Calculation for a Parking Scenario with the Minimum 
Distance Criterion 

In this way, a simulation of the corresponding parking manoeuvre is performed for 
each individual of a generation, determining the objective function value of the 
individual. When all the individuals in a generation have a fitness value, the 
evolutionary algorithm continues with the production of the next generation of 
individuals. The test ends when a parking scenario is found leading either to a 
collision of the vehicle with surrounding objects, to an inadequate parking position or 
once a predefined number of parking manoeuvres has been performed successfully 
without any collision. 

During tests on a research prototype of the automatic parking system, different 
errors were found fully automatically. Examples are shown in Fig. 3. It was possible 
to significantly improve the quality of the prototype by eliminating the errors found. 

3.2   Evolutionary Testing of a Brake Assistant System 

Whilst the automatic parking system is still not yet ready for series production in 
customer vehicles, series production of the brake assistant system [8] described in the 
following, and its delivery to end customers will already begin this year. 

A brake assistant is a function which helps drivers to slow down and stop their 
vehicles in critical situations. In many cases, drivers do not brake hard enough in an 
emergency situation, wasting valuable meters of braking distance. In order to support 
the driver in emergency braking situations, the brake assistant measures the velocity 
with which the driver presses the brake pedal and decides within a fraction of a 
second whether the driver intends to make an emergency stop. Once the brake 
assistant has recognized an emergency braking situation, it immediately initiates full 
braking pressure, regardless of the driver’s brake pedal position. In this way, the 
brake assistant can usually save several meters of braking distance, and the car is 
brought to a halt more quickly.  
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Fig. 3. Three erroneous parking manoeuvres found by the Evolutionary Testing of the 
automatic parking system: the first two scenarios show a collision of the vehicle with 
surrounding objects when the initial position of the vehicle is far away from the parking space 
and the orientation of the vehicle has a certain angle; the third scenario shows a scenario 
resulting in an inadequate parking position 

Brake assistant systems of the second generation make use of environmental 
sensors in order to continuously monitor the vehicle environment. Thus, information 
such as the distance to the proceeding vehicle and the closing velocity between the 
vehicle and the proceeding vehicle, can be used to calculate optimal deceleration of 
the vehicle in order to avoid an accident. It is easily understandable that a brake 
assistant of the second generation is much more complex than the first generation 
systems. 

The brake assistant system should support the driver in critical situations with a 
high vehicle brake retardation. On the other hand, it should not enhance the driver’s 
brake momentum in uncritical situations. To find errors in the functional behaviour of 
the brake assistant system scenarios are of interest where the brake assistant system 
does not enhance the brake retardation, even though the situation is critical. 
Furthermore, scenarios are searched for where the brake assistance system does 
enhance the brake retardation, even though the situation is uncritical. 

Individuals of the evolutionary testing of the automatic brake system are 
representing different scenarios varying for instance the velocities of the two vehicles 
involved and the distance between the vehicles. 
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For the testing of the new brake assistant system the objective function is based on 
two quantities: the time-to-collision and the brake momentum added by the brake 
assistant system. The time-to-collision is often considered in the context of collision-
critical situations. It describes the time before a collision happens and can be seen as a 
degree of how critical a braking situation is. For the brake assistant system the 
calculation of the time-to-collision is based on the closing velocity and the distance 
between the proceeding vehicle and the own vehicle. The brake momentum is the 
brake momentum added to the driver’s brake momentum by the brake assistance 
system. For the objective function the added momentum multiplied with the time-to-
collision is integrated over the time of the braking manoeuvre [8]. The objective 
function can be maximized in order to find scenarios with long time-to-collision but 
nevertheless a high brake momentum added, and it can be minimized to find critical 
situations with short time-to-collision but a low brake momentum added. 

Again, the tests were performed in a simulation environment, and scenarios where 
found fully automatically where the behaviour of the brake assistant system could be 
improved. The erroneous situations found were unlikely to be detected with 
conventional testing techniques [8].  

4   Evolutionary Structural Testing 

Structural testing is widespread in industrial practice and stipulated in many software 
development standards. The idea behind structural testing is that for a thorough test of 
a system all internal program structures shall be executed at least once. Depending on 
the structural testing criteria chosen, the internal program structures to be covered by 
the test differ. Statement, branch, and condition testing are common examples aiming 
at the execution of every program statement, or every program branch, or at 
evaluating every program condition at least once as True and False. 

The aim of applying evolutionary testing for the automation of structural testing is 
the generation of a quantity of test scenarios, leading to the highest possible coverage 
for the selected structural testing criterion. The objective function definitions for 
structural testing can be generalized. 

In order to apply evolutionary testing to the automation of structural testing, the 
test is split up into partial aims. The identification of the partial aims is based on the 
control-flow graph of the system under test. Each partial aim represents a program 
structure that needs to be executed to achieve full coverage, e.g. a statement, a branch, 
or a condition with its possible logical values. For each partial aim an individual 
objective function is formulated and a separate optimization is performed to search 
for a test scenario executing the partial aim. The set of test scenarios found for the 
partial aims then serves as the test scenario set for the coverage of the structure test 
criterion. 

In order to direct the search toward program structures not covered, the objective 
function computes a distance for each individual that indicates how far away it is 
from executing the desired program structure. Individuals closer to the execution of 
the desired program structure are selected as parents and combined to produce 
offspring individuals. The objective functions of the partial aims consist of two 
components – the approach level and the branch distance. The strategy in which 
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approach level and branch distance are computed varies slightly according to the 
coverage type in question. The approach level supplies a figure for an individual that 
gives the number of branching nodes lying between program structures covered by 
the individual and the desired program structure. For this computation, only branching 
nodes which contain an outgoing edge resulting in a lack of the desired program 
structure are taken into account (see Fig. 4). In addition, the calculation of the branch 
distance is performed in order to distinguish between different individuals missing  
the desired program structure at the same program condition (in Fig. 4 this could be 
the branching node at approach level 2). If during execution an undesired branch is 
taken – one which deviates from the desired path – the branch distance is computed 
using an objective function derived from the predicate of the desired, alternative 
branch. The branch distance describes how “close" the predicate is to being fulfilled 
in the desired way. Thus, a distance to the execution of the sibling branch is 
calculated for the individual by means of the branching conditions in the branching 
node in which the target node is missed, e.g. if a branching condition x==y is always 
evaluated as False but needs to be evaluated as True to reach the desired partial aim, 
then the branch distance may be defined as |x-y|. 

For the calculation of the objective function values the system under test is 
instrumented with statements supporting the calculation of approach levels and 
 

 

Fig. 4. Objective Function Calculation for Evolutionary Structural Testing: the control-flow 
executed by a generated individual is shown in bold. The target node is missed at approach 
level 2. Different individuals with an approach level of 2 will be further distinguished by 
calculating the branch distance for the branching condition at approach level 2. The branch 
distance describes how far the generated individual is from reaching the approach level 1. 
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Level 3 

Level 2 
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branch distances. The instrumentation remains the same for all partial aims. The 
objective function values for the individuals are calculated on the basis of the 
monitoring results provided by the statements added through the instrumentation. A 
detailed definition of the objective functions and the test environment developed at 
DaimlerChrysler to automate structural testing can be found in [9] and [10]. 

Although only one partial aim after the other is processed by the evolutionary test, 
the execution of a test scenario usually leads to passing several partial aims. Thus, the 
test soon focuses on those program structures which are difficult to reach. After the 
processing of all partial aims, the tester is provided with a minimal amount of test 
scenarios, leading to an execution of all partial aims reached. 

5   Evolutionary Real-Time Testing 

Most software-based systems in the automotive industry are subject to temporal 
requirements. This is due to reasons of operational comfort, e.g. short system reaction 
times to user commands, or due to the requirements of technical processes that are 
controlled by the system, e.g. in engine control systems, airbag controllers or vehicle 
dynamics control systems. Therefore, most software-based systems integrated into the 
vehicles have to be thoroughly tested not only with regard to their functional 
behaviour, but also to detect existing deficiencies in fulfilling the systems’ real-time 
requirements. 

Existing test methods are unsuitable for the examination of temporal correctness. 
Even for an experienced tester, it is virtually impossible to find the critical test 
scenarios with respect to the temporal behaviour of the systems by analysing and 
testing the behaviour of complex systems manually. Effects of modern processor 
architectures with pipelining, data caching and instruction caching as well as the 
influences of system calls, parallelism, and optimizing compilers on the temporal 
behaviour of a system can hardly be assessed by the tester. Therefore, real-time 
testing is another important and promising application area for Evolutionary Testing. 

When testing the temporal behaviour of systems, the objective is to check whether 
input situations exist for which the system violates its specified timing constraints. 
Usually, a violation occurs because outputs are produced too early or their 
computation takes too long. The task of the tester and therefore of the Evolutionary 
Test is to find input situations with especially long or short execution times in order to 
check whether a violation of the real-time requirements can be produced. 
Evolutionary Testing enables a fully automated search for extreme execution times. 

When using Evolutionary Testing for the testing of temporal behaviour, the 
execution time is measured for every generated test scenario. The fitness evaluation of 
the individuals is based on the execution times measured for the corresponding test 
scenario. If one searches for long execution times, individuals with long execution 
times obtain high objective function values. Conversely, when searching for short 
execution times, individuals with short execution times obtain high values. 
Individuals with long or short execution times are selected depending on the objective 
of the test and are combined in order to obtain test scenarios with even longer or 
shorter execution times. The test is terminated if a violation of the system’s real-time 
requirements is detected or a previously specified termination criterion is reached. If a 
violation of the system’s predetermined temporal limits is detected, the test was 
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successful and the system has to be corrected, usually by detailed performance 
analyses and optimizations of the temporal characteristics of the program code 
causing the deviation. 

The application of Evolutionary Testing for the examination of temporal behaviour 
has been evaluated successfully in many case studies on the task level (e.g. [2], [11], 
[12], [13], [14]). The performance of the Evolutionary Test was superior to tests with 
other testing methods such as functional testing, structural testing and random testing. 

6   Conclusion and Future Work 

Evolutionary Testing is a promising approach to fully automating the testing of 
various testing objectives. The definition of the objective function depends on the 
testing objective addressed by the Evolutionary Test. This paper described the 
application of Evolutionary Testing to functional testing, structural testing and real-
time testing. Whereas the definition of the objective function is usually specific for a 
certain system under test for functional testing, it can be generalized for structural 
testing and real-time testing.  

Evolutionary Testing is based on the idea of searching test scenarios relevant for 
the testing objective considered in the input domain of the system under test with the 
help of evolutionary algorithms. Due to the high degree of automation achievable, the 
system under investigation can be tested with a large number of different input 
situations. In most cases more than several thousand test scenarios are generated and 
executed within a few minutes. Evolutionary Testing thus contributes to quality 
improvement as well as to the reduction of development costs for software-based 
systems. Effectiveness and efficiency of the test can be increased. 

In the future, we intend to expand the application of evolutionary functional tests to 
further vehicle systems such as the adaptive cruise control or automatic emergency 
braking systems. We also intend to research the interaction between evolutionary 
functional tests and structure tests more intensively. This should answer questions 
such as: Which coverage is achieved with the generated functional tests? Does the 
seeding of functionally determined test scenarios prove useful for an evolutionary 
structure test and, on the other hand, does the seeding of structure-oriented test 
scenarios increase the test quality of the evolutionary functional test? 

For the structural testing current and future work aims at further improvements for 
different program characteristics hindering the successful search for coverage-
oriented test scenarios. For example, the occurrence of flags in the branching 
conditions of a program makes a distance calculation which would support a guidance 
of the search impossible – the branch distance is one for all individuals reaching the 
branching node. In cases where the value of a flag is calculated before the branching 
condition, the application of program transformations that replace a flag by its 
semantic meaning seems possible ([15], [16]). 

A further problem for the test is the short circuit evaluation in C which breaks off 
the evaluation of atomic predicates if logical dependencies are linked by && or ||, as 
soon as the value of the entire condition is definite. This leads to an artificial 
narrowing of the search domain since the linked predicates can only be optimised one 
after the other. For the condition A && B && C, A and B need to be evaluated as True 
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first, before the evaluation of the generated individual with regard to the predicate C 
is possible. The search for individuals that fulfil A && B leads to an artificial focusing 
on the individuals, without taking the predicate C into account. The search for 
individuals that fulfil all three predicates becomes more complicated. One possibility 
for solving this problem is the parallel evaluation of single predicates. For this, 
however, one has to ensure that single predicates do not contain any side effects. 

By introducing data-flow analyses that determine which input parameters every 
partial aim relies on, testing efficiency can be further improved. Ideally, it is possible 
to drastically reduce the size of the search domain for the selected partial aim, which 
in turn accelerates the search considerably, if only a few input parameters are relevant 
for the attainment of the partial aim [17].  

Future work on real-time testing will focus on the application of Evolutionary 
Testing at the integration and system test level. Seeding experiments will be 
performed integrating existing functional and structural test scenarios into the 
Evolutionary Test. Furthermore, combinations of structural testing and real-time 
testing will be explored to ensure that all program parts are covered during the 
temporal behaviour test.  

For all testing objectives the consideration of internal states of the system under 
test would be a significant improvement, since important scenarios might only occur 
in certain system states [18]. Therefore, it would be useful to incorporate state-
knowledge in the objective functions for the different testing objectives. 
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Abstract. The well-known ant colony optimization meta-heuristic is
applied to design a new command to line-of-sight guidance law. In this
regard, the lately developed continuous ant colony system is used to op-
timize the parameters of a pre-constructed fuzzy sliding mode controller.
The performance of the resulting guidance law is evaluated at different
engagement scenarios.

1 Introduction

The principle of Command to Line-of-Sight (CLOS) guidance law is to force the
missile to fly as nearly as possible along the instantaneous line joining the ground
tracker and the target, called the Line-of-Sight (LOS) [1,2,3,4,5,6,7,8,9]. Theo-
retically, the missile-target dynamic equations are nonlinear and time-varying,
partly because the equations of motion are described in an inertial frame, while
aerodynamic forces and moments are represented in the missile and target body
frames. Many different control techniques have been used to design different
CLOS guidance laws, examples of which are optimal control theory [3,6], feed-
back linearization [4], polynomial method [5], supervisory control [9], and so
on. However, these methods have resulted in rather complicated controllers, and
some of them require the knowledge of the maneuvering model of the target.

In recent years CLOS guidance laws based on Fuzzy Logic Control (FLC)
have been presented [7,8]. Fuzzy logic was proposed by Professor Lotfi Zadeh
in 1965, at first as a way of processing data by allowing partial set membership
rather than crisp membership. Soon after, it was proven to be an excellent choice
for many control system applications since it mimics human control logic. FLC
can model the qualitative aspects of human knowledge and reasoning processes
without employing precise quantitative analyses. It also possesses several advan-
tages such as robustness and being a model-free, universal approximation and a
rule-based algorithm. However, the stability analysis for general FLC systems is
still lacking. To cope with this deficiency, a combination of FLC and the well-
known Sliding Mode Control (SMC) has been proposed in recent years, called
Fuzzy Sliding Mode Control (FSMC) [10,11,12]. The stability of FSMC can be
proved in the Lyapunov sense [12]. This technique has been widely used in many
control applications, as well as the CLOS guidance problem [8]. The other ad-
vantage of the FSMC is that it has fewer rules than FLC. Moreover, by using
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SMC, the system possesses more robustness against parameter variations and
external disturbances.

There are some limitations to the development of fuzzy controllers, the most
important of which is the knowledge does not always completely exist and the
manual tuning of all the base parameters takes time. The lack of portability of
the rule bases when the dimensions of the control system change, makes the later
difficulty still more serious. To cope with these problems, the learning methods
have been introduced. The first attempt was made by Procyk and Mamdani in
1979 , with a ”self tuning controller” [13]. The gradient descent method was
used by Takagi and Sugeno in 1985 as a learning tool for fuzzy modeling and
identification [14]. It was used by Nomura, et al. in 1991 as a self tuning method
for fuzzy control [15].

The gradient descent method is appropriate for simple problems and real
time learning, since it is fast. But it may be trapped into local minima. Also
the calculation of the gradients depends on the shape of membership functions
employed, the operators used for fuzzy inferences as well as the selected cost
function. In 1998, Siarry and Guely used the well-known Genetic Algorithm to
tune the parameters of a Takagi-Sugeno fuzzy rule base [16]. The same problem
was solved by Nobahari and Pourtakdoust [17], using Continuous Ant Colony
System (CACS) [18], which is an adaptation of the well-known Ant Colony
Optimization (ACO) meta-heuristic to continuous optimization problems.

In this paper, CACS is used to optimize the parameters of a FSMC-CLOS
guidance law. The optimization problem is to minimize the average tracking error
obtained for 10 randomly generated engagement scenarios. In the simulation
of these scenarios, the proposed random target maneuver in [3] is used. The
performance of the optimal FSMC-CLOS, designed in this way, is then evaluated
at some other engagement scenarios, considering both maneuvering and non-
maneuvering targets. The simulation results show a good performance in both
tracking dynamics and the final miss distance.

2 Problem Formulation

In this section the three-dimensional CLOS guidance is formulated as a non-
linear time varying tracking problem. The three-dimensional pursuit situation
is depicted in Fig. 1. The origin of the inertial frame is located at the ground
tracker. The ZI axis is vertical upward and the XI − YI plane is tangent to the
Earth surface. The origin of the missile body frame is fixed at the missile center
of mass with the XI axis forward along the missile centerline.

Defining the LOS frame as depicted in Fig. 2, the three-dimensional guidance
problem can be converted to a tracking problem. According to the definition of
CLOS guidance law, reasonable choices for the tracking errors may be ∆σ =
σt−σm and ∆γ = γt− γm. The problem involves designing a controller to drive
[∆σ,∆γ]T to zero. The same design algorithm will be applied for both azimuth
and elevation angle control. In the following the azimuth angle control is chosen
as an example.
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Fig. 1. Three-dimensional pursuit situation

Fig. 2. Definition of the tracking error

Assume that e(t) = ∆σ represents the azimuth loop tracking error. The
differential equation of the tracking error can be derived as [9]

ë = f(e, t) + (1/Rm(t))u(t) (1)

Where e = [e(t), ė(t)]T is the error state vector, Rm(t) is missile to tracker range,
u(t) = −am(t) is the control variable, and

f(e, t) = −(R̈m(t)/Rm(t))e(t) − (2Ṙm(t)/Rm(t))ė(t) + (1/Rm(t))at(t) (2)

3 Sliding Mode Control

Let s(e) = 0 denotes a hyper-surface in the space of the error state, which is
called the sliding surface. The purpose of the sliding mode control is to force the
error vector e approach the sliding surface and then move along it to the origin.
If the sliding surface is stable, the error e will die out asymptotically. In this
regard, let the sliding surface s be defined as follows

s(e, ė) =
(
d

dt
+ λ

)
e = ė+ λe (3)
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where λ is a positive constant. It is obvious from Eq. (3) that keeping the states
of the system on the sliding surface will guarantee the tracking error vector e
asymptotically approach to zero. The corresponding sliding condition [19] is

1
2
d

dt
s2 = sṡ ≤ 0 (4)

The general control structure that satisfies the stability condition of the sliding
motion, can be written as [19]

u = û−Ksgn(s) (5)

where û is called the equivalent control law that is derived by setting s = ṡ = 0,
and K is a positive constant. The sliding condition can be satisfied as long as K
is chosen large enough [19].

3.1 Fuzzy Sliding Mode Control

As mentioned in section 1, the FSMC is a hybrid controller and inherits the ad-
vantages of both fuzzy and sliding mode controllers. The FSMC can be regarded
as a fuzzy regulator that controls the variable s approach to zero. Let s denote
the fuzzy variable of the universe of discourse, s. Then some linguistic terms
can be defined to describe the fuzzy variable s, such as ”zero”, ”positive large”,
”negative small”, etc. Each linguistic term expresses a certain situation in the
system. For example, s is ”zero” means that the state of system is on the sliding
surface or is near to the sliding surface. Such linguistic expressions can be used
to form fuzzy control rules as below

Rule 1: If s is NB, then u is PB
Rule 2: If s is NM, then u is PM
Rule 3: If s is ZO, then u is ZO
Rule 4: If s is PM, then u is NM
Rule 5: If s is PB, then u is NB

(6)

where u denotes the fuzzy variable of the control signal u, NB denotes ”Negative
Big”, NM denotes ”Negative Mid”, ZO denotes ”Zero”, PM denotes ”Positive
Mid”, and PB denotes ”Positive Big”. Each linguistic term is described by an
associated membership function as shown in Fig. 3. In conventional fuzzy con-
troller design, these membership functions are tuned by a trial-and-error proce-
dure, based on certain physical sense or designer’s experiences.

3.2 Definition of FSMC Design as an Optimization Problem

The FSMC considered here, involves a SISO fuzzy inference system with the
variable s as the input, and the variable u as the output. The design problem is
defined as finding the optimum values of the membership functions parameters.
The more fuzzy terms are defined, the more fuzzy rules will be requested for
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Fig. 3. Definition of fuzzy membership functions

Fig. 4. Fuzzy sliding surface of a second order system

completeness. In this paper, five fuzzy terms are proposed for the measure of s,
as follows

s ={NB, NM, ZO, PM, PB} (7)

One may choose more fuzzy terms if required. The associated five fuzzy terms
for control energy are defined in a similar way as

u ={NB, NM, ZO, PM, PB} (8)

A scaling factor will be used to normalize the fuzzy set. The fuzzy sliding surface
of a second order system is shown in Fig. 4, where δ represents the scaling factor.
For normalized fuzzy sets, SNB = −1, SPB = 1 and SZO = 0 can be defined. The
maximum control energy Umax is also bounded by physical limitations, that is
UNB = −1 and UPB = 1 can also be defined. If the symmetry of fuzzy terms
corresponding to s and u is assumed, the remaining design factors of the fuzzy
system are the values of SPM, UPM, and the scaling factor δ. The optimal design
problem of the FSMC then can be formulated as: to determine SPM, UPM, δ and
the positive constant λ such that a given cost function is optimized.

4 Ant Colony Optimization

Ant algorithms were inspired by the observation of real ant colonies. An impor-
tant and interesting behavior of ant colonies is their foraging behavior, and in
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particular, how ants can find the shortest path without using visual cues. While
walking from the food sources to the nest and vice versa, ants deposit on the
ground a chemical substance called pheromone which makes a pheromone trail.
Ants use pheromone trails as a medium to communicate with each other. They
can smell pheromone and when they choose their way, they tend to choose paths
with more pheromone. The pheromone trail allows the ants to find their way
back to the food source or to the nest. Also, the other ants can use it to find the
location of the food sources, which are previously found by their nest mates.

4.1 Ant Colony System

Ant Colony System (ACS) is one of the first discrete algorithms proposed based
on ACO. At first it was applied to the well-known Traveling Salesman Problem
(TSP) which is a discrete optimization problem. In this part we will shortly
review the basic idea of ACS. Then in the subsequent part, the continuous version
of ACS will be presented.

Ant Colony System uses a graph representation, like as the cities and the
connections between them in TSP. In addition to the cost measure, each edge has
also a desirability measure, called pheromone intensity. To solve the problem,
each ant generates a complete tour by choosing the nodes according to a so
called pseudo-random-proportional state transition rule, which has two major
features. Ants prefer to move to the nodes, which are connected by the edges
with a high amount of pheromone, while in some instances, their selection may
be completely random. The first feature is called exploitation and the second
one is a kind of exploration. While constructing a tour, ants also modify the
amount of pheromone on the visited edges by applying a local updating rule.
It concurrently simulates the evaporation of the previous pheromone and the
accumulation of the new pheromone deposited by the ants while they are building
their solutions. Once all the ants have completed their tours, the amount of
pheromone is modified again, by applying a global updating rule. Again a part of
pheromone evaporates and all edges that belong to the global best tour, receive
additional pheromone conversely proportional to their length.

4.2 Continuous Ant Colony System

In this part, the lately developed Continuous Ant Colony System (CACS) is
introduced. The interested readers can refer to [17,18] to find more details.

A continuous optimization problem is defined as finding the absolute mini-
mum of a positive non-zero continuous cost function f(x), within a given interval
[a, b], in which the minimum occurs at a point xs. In general f can be a multi-
variable function, defined on a subset of IRn delimited by n intervals [ai, bi],
i = 1, ..., n.

Continuous Ant Colony System (CACS) has all the major features of ACS,
but certainly in a continuous frame. These are a pheromone distribution model,
a state transition rule, and a pheromone updating rule. In the following these
features are introduced.
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Continuous Pheromone Model. Although pheromone distribution has been
first modeled over discrete sets, like the edges of TSP, in the case of real ants,
pheromone deposition occurs over a continuous space. The ants aggregation
around the food source causes the most pheromone intensity to occur at the
food source position. Then increasing the distance of a sample point from the
food source will countinuously decreases its pheromone intensity. CACS mod-
els the pheromone intensity, in the form of a normal Probability Distribution
Function (PDF):

τ(x) = e
−

(x− xmin)2

2σ2 (9)

where xmin is the best point found within the interval [a, b] from the beginning of
the trial and σ is an index of the ants aggregation around the current minimum.

State Transition Rule. In CACS, pheromone intensity is modeled using a
normal PDF, the center of which is the last best global solution and its variance
depends on the aggregation of the promising areas around the best one. So it
contains exploitation behavior. In the other hand, a normal PDF permits all
points of the search space to be chosen, either close to or far from the current
solution. So it also contains exploration behavior. It means that ants can use a
random generator with a normal PDF as the state transition rule to choose the
next point to move to.

Pheromone Update. During each iteration, ants choose their destinations
through the probabilistic strategy of Eq. (9). At the first iteration, there is no
knowledge about the minimum point and the ants choose their destinations only
by exploration. It means that they must use a high value of σ, associated with
an arbitrary xmin, to approximately model a uniform distribution function. Dur-
ing each iteration pheromone distribution over the search space will be updated
using the acquired knowledge of the evaluated points by the ants. This process
gradually increases the exploitation behavior of the algorithm, while its explo-
ration behavior will decrease. Pheromone updating can be stated as follows: The
value of objective function is evaluated for the new selected points by the ants.
Then, the best point found from the beginning of the trial is assigned to xmin.
Also the value of σ is updated based on the evaluated points during the last iter-
ation and the aggregation of those points around xmin. To satisfy simultaneously
the fitness and aggregation criteria, a concept of weighted variance is defined as
follows:

σ2 =

k∑
j=1

1
fj − fmin

(xj − xmin)2

k∑
j=1

1
fj − fmin

(10)

where k is the number of ants. This strategy means that the center of region
discovered during the subsequent iteration is the last best point and the narrow-
ness of its width depends on the aggregation of the other competitors around
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the best one. The closer the better solutions get (during the last iteration) to
the best one, the smaller σ is assigned to the next iteration.

During each iteration, the height of pheromone distribution function increases
with respect to the previous iteration and its narrowness decreases. So this strat-
egy concurrently simulates pheromone accumulation over the promising regions
and pheromone evaporation from the others, which are the two major charac-
teristics of ACS pheromone updating rule.

5 Numerical Results

In this section CACS is applied to optimize the parameters of a FSMC-CLOS
guidance law, and the performance of the designed optimal guidance law is eval-
uated through different engagement scenarios. Ten different randomly generated
engagement scenarios are used to evaluate each design point discovered by the
ants. The cost function is defined as the average of the normalized tracking er-
rors over the considered engagement scenarios. The normalized tracking error is
defined as follows

rn =
1
tf

∫ tf

0
r(t)dt (11)

where r(t) is the distance between the missile and the LOS at time t. The average
of the normalized tracking errors is defined as follows

y =
(

1
10

(r2n1
+ r2n2

+ ...+ r2n10
)
) 1

2

(12)

5.1 Mathematical Model of Missile and Target

The proposed equations of motion in [4] are used to simulate the behavior of
missile and target. The acceleration limits of missile and target are 20(g) and
5(g), respectively. Other data used in simulations are the same as those in [4].

A random target maneuver similar to that proposed in [3], is utilized in
simulations. It is assumed that target maneuvers about the LOS in a random
fashion defined by RMS and bandwidth of the target acceleration. A stochastic
representation of this maneuver will be generated by passing white noise, nt,
through a third order Butter-worth filter (Fig. 5). The values of Kt and ωt, used
in simulations, are 500(m/s2) and 1(rad/s), respectively.

Fig. 5. Stochastic target maneuver model
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5.2 Generation of the Random Engagement Scenarios

The cost function is defined based on the average performance obtained over
10 randomly generated engagement scenarios. These scenarios are pre-generated
because the same situations are needed to evaluate different design points. In
the generation of these primary scenarios, the following constraints are made

3000 ≤ R0t ≤ 5000 R0m = 50 m
−180◦ ≤ σ0t ≤ 180◦ −5◦ ≤ σ0m − σ0t ≤ 5◦

20◦ ≤ γ0t ≤ 70◦ −5◦ ≤ γ0m − γ0t ≤ 5◦

300 ≤ V0t ≤ 500 V0m = 150m/s
−45◦ ≤ ψ0t ≤ 45◦ ψ0m = σ0m

−20◦ ≤ θ0t ≤ 20◦ θ0m = γ0m

In addition to the pre-generated initial conditions, for each scenario, two long
lists of normalized zero-mean Gaussian random numbers are also generated and
stored as the inputs of the target maneuver model, corresponding to aty and atz .

5.3 Optimization Results

The proposed CACS works based on the search and evaluation of different points
in the solution space in a stochastic intelligent manner. The evaluation is done
through the simulation of the missile-target engagement at the primary scenarios.
The optimization problem can be defined as: find the values of SPM, UPM, δ,
and λ such that the cost function, y, is minimized. The boundaries of the search
space are defined as follows

0 < SPM < 1, 0 < UPM < 1, 0 < δ < 1, 0 < λ < 10

Fig. 6 shows the history of y for different number of ants. The best results
have obtained using 10 ants which is consistent with our previous results in

number of evaluations

y
(m
)

0 250 500 750 1000
50

100

150

200

250

300
Number of Ants = 8
Number of Ants = 10
Number of Ants = 12

Fig. 6. History of the cost function as shown for different number of ants
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[17,18]. The optimum values of the parameters obtained after 1000 evaluations
are: SPM = 0.0074, UPM = 0.9937, δ = 0.3029, and λ = 2.74.

5.4 Evaluation of the Optimal Design

The optimal set of parameters obtained based on the primary engagement sce-
narios, is again evaluated over two other scenarios. The two scenarios proposed
in [4,8,9] are considered here. The first one represents a non-maneuvering target,
while in the second one the target maneuvers with aty = 5g and atz = −g for
the first 2.5 sec., and then aty = −5g and atz = 5g until interception. The initial
condition data used to simulate these scenarios is given in table 1.

Figures 7 and 8 show the dynamic simulation results. It is clear that the new
optimal FSMC-CLOS guidance law, designed using CACS, successfully drives
the tracking error and as a result, the miss distance to zero. The obtained values
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Table 1. The initial condition used for different flight scenarios

Parameter Unit Scenario 1 Scenario 2

xt(0), yt(0), zt(0) m 4000, −400, 2000 2500, 5361.9, 1000

ẋt(0), ẏt(0), żt(0) m/s −400, 100, 0 0, −340, 0

ψt(0), θt(0) deg 165.96, 0 −90, 0

xm(0), ym(0), zm(0) m 100, −10, 50 14.32, 39.34, 3.36

ẋm(0), ẏm(0), żm(0) m/s 100, −10, 50 70.84, 151.92, 28.32

ψm(0), θm(0) deg −5.71, 26.56 65, 9.59

∆σ(0),∆γ(0) deg 0, 0 −5, 5

of miss distance for these two scenarios are 5.40 m and 3.96 m, respectively.
The obtained results verify the ability of CACS to solve practical optimization
problems such as guidance and control systems design.

6 Conclusion

In this paper the Continuous Ant Colony System (CACS), which is based on
the well-known Ant Colony Optimization meta-heuristic was applied to design
an optimal FSMC-CLOS guidance law. The optimization was done for differ-
ent number of ants. The evaluation of each discovered point within the design
space was done through the simulation of missile-target engagement at a number
of randomly generated scenarios. The cost function was defined as the average
of normalized tracking errors, corresponding to each scenario. Then the perfor-
mance of the resulting optimal FSMC-CLOS guidance law was studied through
some other new scenarios. Simulation results indicate a good performance for
the new guidance law. This again shows the ability of CACS to solve practical
optimization problems. The main advantage of CACS with respect to the other
meta-heuristics such as Genetic Algorithm is its simplicity which is mainly due to
its simple structure. CACS has only one control parameter which is the number
of ants. This makes the parameter setting easier than many other optimization
methods.
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Abstract. Previously it was shown by the author that it is possible to
reduce obtaining of lower bounds on the complexity of Boolean functions
for branching programs without restriction to obtaining of lower bounds
on the complexity of minorants of the considered function for branching
programs with restriction on the number of occurrences of a variable in a
path (read-k-times branching programs). Theorems that reduce the prob-
lem of nonlinear lower bounds on the complexity of Boolean functions
for branching programs to the problem of lower bounds on the complex-
ity of covering of the set of “ones” of a Boolean function by functions
of the defined type or to the problem of obtaining the upper bounds on
the number of “ones” of a Boolean function in i-faces of a cube of the
defined dimension are presented. A survey of bounds obtained by this
method is given.

1 Introduction

The problem of finding of nontrivial lower bounds on the complexity of well-
defined Boolean functions is one of important problems in the complexity theory.
In the paper the computation of Boolean functions by nondeterministic branch-
ing programs is considered. Methods of obtaining exponential lower bounds
on the complexity of Boolean functions for read-k-times branching programs
and nonlinear lower bounds on the complexity for branching programs without
restrictions are presented. These methods permit to obtain Ω(n log / log logn)
lower bound on the complexity of characteristic functions of Reed–Muller codes
and BCH codes for nondeterministic branching programs.

The best known lower bound on the complexity of Boolean functions for non-
deterministic branching programs is the bound Ω( n3/2

log n ) obtained by P. Pudlák
[11] with the use of Nečiporuk’s method [5]. Nečiporuk’s method is an universal
method that is based on the cardinality approach. It can be applied to a number
of types of circuits. It gives nontrivial lower bounds on complexity of Boolean
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functions from a special class. Therefore the problem is to suggest methods of
obtaining nonlinear lower bounds for other classes of functions. Besides the lower
bound Ω(n log log log∗ n) for some symmetric functions (including the Majority
function) follows from the bound of A. A. Razborov [12] for the contact–rectifier
circuits. The lower bound Ω(n logn/ log logn) for the characteristic function of
Reed–Muller codes was obtained by E. A. Okol’nishnikova [8,9]. The similar
bound is valid for the characteristic function of BCH codes (Theorem 10).

The best known lower bound on the complexity of Boolean functions for
deterministic branching programs is the bound Ω( n2

log2 n
) obtained by P. Pudlák

[11] with the use of Nečiporuk’s method. For some symmetric Boolean functions,
in particular for the Majority function, P. Pudlák [10] obtained a lower bound

BP(MAJn) ≥ Ω(n log logn/ log log logn)

for deterministic branching programs. This bound was subsequently improved
to the bound Ω(n logn/ log logn) on the complexity of some symmetric Boolean
functions, including the Majority function MAJn and the elementary symmet-
ric function E�n/2� in n variables [1]. E. A. Okol’nishnikova [6] obtained lower
bounds on the complexity of characteristic functions of binary codes with a large
number of code nodes and growing (with respect to n) code distance for deter-
ministic branching programs. In particular, the lower bound Ω(n logn/ log logn)
for characteristic functions of BCH codes with a code distance logn/ log logn
was obtained.

The bounds for characteristic functions of codes in [6,8] were obtained by the
same method. This method reduces obtaining of lower bounds on the complexity
of Boolean functions for branching programs without restriction to obtaining of
lower bounds on the complexity of minorants of the considered function for
branching programs with restriction on the number of occurrences of a variable
in a path (read-k-times branching programs).

At present two methods [3,6] of obtaining lower bounds on the complexity
of functions for read-k-times branching programs are known. Exponential lower
bounds on the complexity of Boolean functions for deterministic read-k-times
branching programs (k(n) = O(log n/ log logn)) were obtained in [6], and for
nondeterministic branching programs in [8]. Exponential lower bounds on the
complexity of Boolean functions for nondeterministic read-k-times branching
programs for k(n) = O(log n) were obtained in [3]. In [9] methods both from [6,8]
and [3,16] were used for obtaining lower bounds on the complexity of minorants
of characteristic functions of Reed–Muller codes.

The direct application of the above-mentioned methods does not permit to
obtain exponential lower bounds for a lot of functions. The modification of the
method from [6] was suggested in [7]. This version of the method can be applied
for functions that are defined on the set of variables that corresponds to the
edges of graphs, hypergraphs and other multi-dimensional objects. The Boolean
function Fn,s was introduced in [7], and an exponential lower bound on the com-
plexity of this function for nondeterministic branching programs was obtained.
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An extension of ideas of these approaches was made in [2,14,15,16] in or-
der to obtain exponential lower bounds on the size of randomized read-k-times
branching programs.

Each function can be computed by read-k-times branching programs with
different values of k. In a number of papers it is shown that the complexity of
computing of a function by read-1-times branching programs can exponentially
(with respect to the number of variables) exceed the complexity of computing
of the same function by read-2-times branching programs.

It is shown in [7] that the complexity of computing of Fn,s by read-k-times
branching programs can exponentially exceed the complexity of computing the
Fn,s by read-�k ln k/ ln 2 + C�-times branching programs, where C is a con-
stant not depending on k. Later J. S. Thathachar proved (constructively) that
the complexity of computing of some functions in n variables by read-k-times
branching programs can exponentially (with respect to n) exceed the complexity
of computing of the same functions by read-(k + 1)-times branching programs.

Exponential lower bounds for schemes with different restrictions were ob-
tained in a lot of papers. But the method from [6,8] is the first one that allow
us to use lower bounds for schemes with restrictions for obtaining of nontrivial
lower bounds for schemes without restrictions.

The problem of nonlinear lower bounds on the complexity of Boolean func-
tions for branching programs is reduced to the problem of lower bounds on the
complexity of covering of the set of “ones” of a Boolean function by functions of
the defined type or to the problem of obtaining the upper bounds on the num-
ber of “ones” of a Boolean function in i-faces of a cube of the defined dimension
(Theorems 4 and 5).

We use traditional definitions of nondeterministic and deterministic branch-
ing programs (see, e.g. [13]). A nondeterministic branching program is said to
be read-k-times branching program if and only if for any i, 1 ≤ i ≤ n, edges
with xi-labels occur at most k times in any computation path (whether or not
consistent). By NBP(P) (BP(P)) denote the size of a nondeterministic (de-
terministic) branching program P . By NBP(f) (BP(f)) denote the size of the
minimal nondeterministic (deterministic) branching program that computes a
Boolean function f .

By NBPk(f) (BPk(f)) denote the size of the minimal nondeterministic (de-
terministic) read-k-times program that computes a Boolean function f .

2 Lower Bounds on the Size of Read-k-Times Branching
Programs

Note that methods of obtaining high lower bounds on the complexity of Boolean
functions for read-k-times branching programs in [3,6,7,16] are similar. Let P be
a branching program computing the Boolean function f in n variables. To each
“one” of a Boolean function f we can assign a path in P . This path is divided
into “equal” parts. A separating set for these parts is a subset of nodes [6,7] or
a subset of edges [3,16] of the branching program. The cardinality of this set
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depends only on parameters selected beforehand and is considerably less than
the path length. The function fi is assigned to the chosen subset of nodes or
edges of the program P . This function depends only on this subset of nodes or
edges and does not depend on paths to which these subsets belong. Thus

f = ∨fi, (1)

i. e. the functions fi cover the set of “ones” of the function f . If the number of
“ones” of each function fi is not large, and the number of “ones” of f is large,
then the number of different subsets that corresponds to units of the Boolean
function is large. It allows us to obtain lower bound on the number of nodes (or
edges) of the branching program.

In [6] subsets of nodes of the branching program correspond to “ones” of the
function. We need to transform a branching program to uniform form in this
case. Recall (see [6,8]) that nondeterministic read-k-times branching program is
said to be uniform if for every node a of this program and for every i, 1 ≤ i ≤ n,
the number of edges with xi-labels, in each path from the source to a node a
depends only on i and a. Moreover, for every i, 1 ≤ i ≤ n, the number of edges
labelled with xi = d, in each path from the source to the exit is equal to k.

This transformation slightly increases the size of a program, but it makes
possible to consider the generalized parts of the path. It gives the possibility
to assign to a path not all nodes that were chosen as a separating set of the
path, but only a part of them. Sometimes in this a way it is possible to receive
bounds that are better than bounds obtained by the application of a method
from [3], especially when read-k-times branching programs are used for obtaining
of lower bounds on the complexity for branching programs without restrictions
(see Corollary 1).

In [3] subsets of edges of the branching program correspond to units of the
function. On the one hand, there is no need to transform a branching program to
a uniform form in this case, and on the other hand it does not allow to combine
parts of the path, i. e., it is necessary to assign to a path all edges that are the
separators of the parts. In order to obtain lower bounds on the complexity for
branching programs by this method it is necessary to extract the root of greater
degree than in [6] from the cardinality of the obtained covering of set of “ones”
of the function from (1).

Let’s consider all possible representations of the function f(Y ), |Y | = n, of
the form

f(Y ) =
A∨

j=1

f j
1 (Y j

1 ∪ Y j
0 ) ∧ f j

2 (Y j
2 ∪ Y j

0 ), (2)

where Y j
1 , Y j

2 , and Y j
0 are nonintersecting sets; Y = Y j

1 ∪ Y j
2 ∪ Y j

0 ; |Y | = n;
|Y j

1 | ≥ m1; |Y j
2 | ≥ m2; |Y j

0 | = n− |Y j
1 | − |Y j

2 |.
By A(f ;n,m1,m2) denote the minimal number of disjunctive terms in the

representation (2).
I. We formulate the result from [8] for a particular case when p = k and

t = k2 + k (see lemma 3(1) from [8]). We have
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Theorem 1 ([8], Theorem 3). Let f be a Boolean function essentially de-
pending on n variables, n ≥ 16. Then

NBPk(f) ≥ max
{
n;

1
8
√
k
· (A(f ;n,m1,m2))

1/(4k)
}
,

where m1 =
⌈
n
/(

2(ke)k
)⌉

, m2 = �n/(k + 1)�.
II. In the same terms results from [3,16] can be formulate in the following

form.

Theorem 2. Let f be a Boolean function essentially depending on n variables.
Then

NBPk(f) ≥ max
{
n;

1
2
· (A(f ;n,m1,m2))

1/(144k2·2k)
}
,

where m1 = �(2/3)n/2k�, m2 = �(2/3)n/2k�.

3 Reduction of Lower Bounds on the Complexity for
Programs Without Restrictions to Lower Bounds on
the Complexity for Read-k-Times Programs

The idea of a method of obtaining of nonlinear lower bounds for branching pro-
grams without restrictions is the same as in [6]. Let P be a branching program
that computes a Boolean function f(x1, x2, . . . , xn). Let the number of occur-
rences of a variable xi on a path from the input node to the output node exceeds
k(n), where k(n) → ∞ as n → ∞, and the number of such variables is not
small. Then the size of P can not be small too. If the number of such variables
is small, we substitute constants for these variables. It allows us to transform
the program P to a program P ′ with restrictions on the number of occurrences
of a variable in a path, i. e. to consider the computation of a minorant of the
function f by read-k(n)-times branching programs.

This approach allows us to reduce obtaining of lower bounds on the complex-
ity of a Boolean function for branching programs without restrictions to obtain-
ing of lower bounds on the complexity of minorant functions of the considered
Boolean function for programs with restrictions, namely, for read-k(n)-times
branching programs.

Let f(x1, x2, . . . , xn) be a Boolean function, X ′ = {xi1 , . . . , xim} be a subset
of the set {x1, x2, . . . , xn}, and α = {αi1 , . . . , αim} be a set of constants. By
f
∣∣
X′=α

denote the function that is obtained from f by substitution of constants
from α instead of variables from X ′.

Theorem 3 ([8], Theorem 1). Let g(X) be a Boolean function, C, 0 < C < 1,
be a constant, ψ(n) be a growing function. Let X0 be a subset of variables, i. e.,
X0 ⊆ X, and let |X0| = �Cn�. If for each X0 there exists a substitution of
constants α in the set X0 such that NBPk(n)

(
g
∣∣
X0=α

(X \X0)
)
≥ nψ(n), then

NBP(g) ≥ min{Cnk(n), nψ(n)}.
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4 Lower Bounds on the Complexity for Branching
Programs Without Restrictions

From Theorems 1, 2, and 3 it is easy to formulate theorems that reduce the
problem of nonlinear lower bounds on the complexity of Boolean functions for
branching programs to estimating of the value A(f ;n,m1,m2), i.e. to the prob-
lem of lower bounds on the complexity of covering of the set of “ones” of a
Boolean function by functions of the defined type.

There are some ways to obtain lower bounds on A(f ;n,m1,m2). We use the
following one. (The same way was used in [8]).

By Hi(f) denote the maximal number of “ones” of a Boolean function f
belonging to i-faces of a cube.

It is easy to prove the following lemma.

Lemma 1. The value A(f ;n,m1,m2) satisfies an inequality

A(f ;n,m1,m2) ≥ |f−1(1)|
2n−m1−m2Hm1(f)Hm2(f)

.

Combining Lemma 1, Theorem 1, 2, and 3 we obtain the following theorems.

Theorem 4 ([9], Theorem 6). Let gn(Xn), |Xn| = n, be a sequence of Boolean
functions; k(n) be a growing function; C, 0 < C < 1, be a constant. Then
the complexity NBP(gn) of the function gn(Xn) for nondeterministic branching
programs without restrictions satisfies an inequality

NBP(gn) ≥ min

{
Cnk(n),

1
8
√
k
·
( |g−1

n (1)|
2n−m1−m2Hm1(gn)Hm2(gn)

)1/(4k)
}
,

where m1 =
⌈
�(1−C)n�

2(ke)k

⌉
, m2 =

⌈
�(1−C)n�

k+1

⌉
.

Theorem 5 ([9], Theorem 7). Let gn(Xn), |Xn| = n, be a sequence of Boolean
functions; k(n) be a growing function; C, 0 < C < 1, be a constant. Then
the complexity NBP(gn) of the function gn(Xn) for nondeterministic branching
programs without restrictions satisfies an inequality

NBP(gn) ≥ min

{
Cnk(n),

1
2
·
( |g−1

n (1)|
2n−m1−m2Hm1(gn)Hm2(gn)

)1/(144k2·2k)
}
,

where m1 = m2 =
⌈
(2/3) �(1−C)n�

2k

⌉
.

5 Lower Bounds on the Complexity of Characteristic
Functions of Binary Codes for Nondeterministic
Branching Programs

We use the results from [17] for generalized Hamming weights and the weight
hierarchy for linear codes to estimate the maximum number of the code nodes
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belonging to i-faces, i.e. to obtain the upper bound on Hi for the characteristic
function of Reed–Muller codes. For these codes we shall use the notation from
[4,17]. By R(u,m) denote the mth Reed–Muller code of order u. R(u,m) is
considered as a linear space composing of all Boolean polynomials of degree u
or less in m variables v1, v2, . . . , vm.

It is known that the number of code nodes in R(u,m) is equal to

21+(m
1 )+(m

2 )+...+(m
u); (3)

the length of code words is equal to

n = 2m; (4)

the minimal code distance is

d = 2m−u.

Theorem 6 ([8], Theorem 7). Let ϕ be a natural number not exceeding m.
Then a 2m/2ϕ-face of the cube contains no more than 2(m−ϕ

0 )+(m−ϕ
1 )+...+(m−ϕ

u−ϕ)

code nodes of the code R(u,m).

From this theorem and Theorems 4 and 5 we obtain the following bounds on
the complexity of characteristic functions of Reed–Muller codes.

Theorem 7 ([8], Theorem 8). Let m
m−um

→ ∞ as m → ∞ and m − u ≥ 3.
Then

NBP(R(um,m)) = Ω

(
2m m

m− um

/
ln

m

m− um

)
.

The proof of the following theorem is similar to that of Theorem 7.

Theorem 8 ([9], Theorem 10). Let m
m−um

→∞ as m→∞ and m− u ≥ 3.
Then

NBP(R(um,m)) ≥ 2m−1 min
{

m

8(m− um)
,
m− um

4
log2

m

m− um

}
.

Combining Theorems 7 and 8 we have

Theorem 9 ([9], Theorem 11). Let m
m−um

→∞ as m→∞ and m−um ≥ 3.
Then

NBP(R(um,m)) ≥ 2m

2
max

{
m

4(m− um)

/
log2

m

m− um
,

min
{

m

8(m− um)
,
m− um

4
log2

m

m− um

}}
.



114 E.A. Okol’nishnikova

Corollary 1. Let m
m−um

→∞ as m→∞ and m− um ≥ 3. Then

NBP(R(um,m)) #

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2mm
(m−um)

/
log2

m
m−um

, if m− um ≤ h

(by Theorem 7);
2m
√
m, if h ≤ m− um ≤

√
m

log2
√

m

(by Theorem 8);
2m(m−um)

8 log2
m

m−um
, if

√
m

log2
√

m
≤ m− um ≤ h1

(by Theorem 8);
2m
√
m log2m, if h1 ≤ m− u ≤

√
m√

log2(m)

(by Theorem 8);
2mm

16(m−um) , if
√

m√
log2 m

≤ m− um

(by Theorem 8).

where h =
2
√
m
(
1− 2 log2 log2

√
m

log2 m

)
log2m

,

h1 =

√
m
(
1− 2 log2 log2 m

log2 m

)
√

log2(m)
.

From this corollary it follows that there exist Boolean functions such that
lower bounds of the complexity of these functions obtained by the use of Theorem
7 are better than similar ones obtained by the use of Theorem 8, and vise versa.

Reed–Muller code is a linear code, and the number of checking symbols of this
code is equal to 21+(m

1 )+(m
2 )+...+( m

m−u−1). The complexity of a linear function (in
n variable) for deterministic branching program is not more than 2n. Therefore

NBP(R(um,m)) ≤ 2m+1+1+(m
1 )+(m

2 )+...+( m
m−u−1).

From this fact and Theorem 9 we have

Corollary 2. Let um = m− C0, where C0, C0 ≥ 3, is a constant, then

n logn/ log logn $ NBP(R(um,m)) $ n logC0−1 n,

where n is a number of variables of the characteristic function of R(um,m).

There is a slight difference between statement of Theorem 1 for nondeter-
ministic and deterministic branching programs. Bounds

n lnn/ ln lnn $ BP(Hr) $ n ln2 n/ ln lnn,

on the complexity of the characteristic function of BCH code Hr

(r = lnn/ ln lnn) were obtained for deterministic branching programs (Corollary
3 from [6]). It is easy to obtain similar bounds for nondeterministic branching
programs.
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Theorem 10. Let Br be a characteristic function of BCH code, where r =
lnn/ ln lnn, then

n lnn/ ln lnn $ NBP(Hr) $ n ln2 n/ ln lnn.
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Two Metaheuristics for Multiobjective

Stochastic Combinatorial Optimization

Walter J. Gutjahr

Dept. of Statistics and Decision Support Systems,
University of Vienna

Abstract. Two general-purpose metaheuristic algorithms for solving
multiobjective stochastic combinatorial optimization problems are in-
troduced: SP-ACO (based on the Ant Colony Optimization paradigm)
which combines the previously developed algorithms S-ACO and P-ACO,
and SPSA, which extends Pareto Simulated Annealing to the stochastic
case. Both approaches are tested on random instances of a TSP with
time windows and stochastic service times.

Keywords: Ant colony optimization, combinatorial optimization, multi-
objective decision analysis, simulated annealing, stochastic optimization.

1 Introduction

Recently, two branches of combinatorial optimization have undergone a partic-
ularly dynamic evolution due to a strong application pull on the one hand, a
technology push triggered by increased computer power on the other hand. The
one of these branches is multiobjective combinatorial optimization (MOCO) pur-
suing the aim to support decision makers in the choice among a finite, but large
number of alternatives without imposing the necessity of an a priori assignment
of weights to different objectives (see, e.g., Ehrgott and Gandibleux [6]). Espe-
cially the solution of MOCO problems by metaheuristics has recently attracted
the attention of many researchers [8]. The other of the mentioned branches is
stochastic combinatorial optimization (SCO), which promises to support decision
making under a type of uncertainty that can be represented by some suitable
stochastic model. In many cases, simulation is used as an auxiliary tool for solv-
ing SCO problems. Efficient methods of diverse kind have been developed in the
past for SCO and simulation-supported optimization (for a recent survey, see Fu
[7]). Also in this area, metaheuristic techniques are gaining importance.

Interestingly enough, despite the large body of literature in both the MOCO
and the SCO area, there are only few papers combining both features, although
it would be desirable to be able to cope with problems that incorporate both mul-
tiple objectives and uncertainty. The scarcity of literature in this intersection has
also been noted in [7] and in [1]. Very few articles deal with problems of this com-
bined type by metaheuristic techniques. Baesler and Sepulveda [1] report on a
multiobjective simulation-optimization problem in layout and scheduling, which
they solve by a modification of a genetic algorithm (GA); their approach relies

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 116–125, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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on goal programming. Also Hughes [11] uses a GA approach, but he refers to the
paradigm of finding nondominated (Pareto-optimal) solutions. He adapts rank-
ing procedures applied in standard multiobjective GAs to the situation where
function evaluations are subject to random noise.

The aim of this paper is to present two general-purpose metaheuristic solu-
tion algorithms SP-ACO and SPSA, determining approximations to the Pareto-
optimal set for instances from a large class of MOSCO (multiobjective stochas-
tic combinatorial optimization) problems. In Section 2, the considered type of
MOSCO problems is defined. Section 3 presents the new algorithms SP-ACO and
SPSA. The first, SP-ACO, is based on the ant colony optimization (ACO) par-
adigm (see [5]), whereas the second, SPSA, an extension of the PSA algorithm
by Czyzak and Jaszkiewicz [2], draws on the well-known simulated annealing
metaheuristic. In Section 4, we outline the application of both approaches to
randomly generated instances of a bi-objective stochastic travelling salesperson
problem with time windows and stochastic service times, and report on the ob-
tained experimental results. Section 5 contains conclusions.

2 MOSCO Problem Formulation and Objective Function
Estimation

Both approaches are designed for the heuristic solution of MOSCO problems of
the following very general form:

Minimize (F1(x), . . . , FR(x)) subject to x ∈ S (1)

with Fr(x) = E (fr(x, ω)) (r = 1, . . . , R). Therein, x is the decision variable,
fr is the r-th cost function, R is the number of objectives (cost functions), ω
denotes the influence of randomness, E denotes the mathematical expectation,
and S is a finite set of feasible decisions.

A solution x′ ∈ S dominates a solution x ∈ S, if Fr(x′) ≤ Fr(x) for all
r = 1, . . . , R, and if there is at least an index r such that Fr(x′) < Fr(x). A
solution x ∈ S is called dominated resp. nondominated by a set S′ ⊆ S of
solutions, if there is an x′ ∈ S′ such that x′ dominates x, resp. if there is no such
x′ ∈ S′. A solution x is called Pareto-optimal if it is nondominated by S. The
Pareto-optimal set is the set of Pareto-optimal solutions. As an exact solution of
(1), we consider the Pareto-optimal set defined by the MOCO problem (1). Since
the proposed algorithms are heuristics, it cannot be expected that they will in
general produce the Pareto-optimal set. They output approximations to this set.
Concerning quality evaluation of these approximations, we refer the reader to
Section 4.

In our context, it is not necessary that E (fr(x, ω)) can be computed numer-
ically. Instead, sampling is used for estimating this quantity: For this purpose,
draw N random scenarios ω1, . . . , ωN independently from each other. A sample
estimate of Fr(x) = E (fr(x, ω)) is given by

EFr(x) =
1
N

N∑
ν=1

fr(x, ων) ≈ E (fr(x, ω)). (2)
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3 Algorithms

3.1 The SP-ACO Algorithm

There exits several articles extending the ACO metaheuristic to multiobjective or
to stochastic problems; see Dorigo and Stützle [5] for a survey. For our combined
approach, we rely on the following formerly developed basic techniques: In [9],
[10], an algorithm S-ACO for the heuristic solution of single-objective stochastic
combinatorial problems has been proposed. The algorithm SP-ACO (Stochastic
Pareto Ant Colony Optimization) presented here is an extension of S-ACO to
the multiobjective case, combining it with the P-ACO algorithm developed for
MOCO problems in [3], [4]. S-ACO and SP-ACO work based on the encoding
of a given problem instance as a construction graph C, a directed graph with a
distinguished start node. The stepwise construction of a solution is represented
by a self-avoiding random walk in C, beginning in the start node. There may
be additional rules defining particular nodes as infeasible after a certain partial
walk has been traversed. When there is no feasible unvisited successor node
anymore, the walk stops and is decoded as a complete solution for the problem.
The conceptual unit performing such a walk is called an ant.

The encoding must assign exactly one feasible solution to each feasible walk.
Vice versa, to each feasible solution at least one feasible walk (possibly more)
must correspond. Given that the indicated condition is satisfied, we may consider
a walk as a solution, denote it again by the symbol x and consider S as the set
of feasible walks.

The probability pkl that an ant goes from a node k to a feasible successor node
l is chosen as proportional to τkl · ηkl(u), where τkl is the so-called pheromone
value, a memory value storing how good step (k, l) has been in previous runs,
and ηkl(u) is the so-called visibility, a pre-evaluation of how good step (k, l) will
presumably be, based on some problem-specific heuristic. ηkl(u) is allowed to
depend on the partial walk u performed so far. In the experimental investigations
in this paper, we did not use nontrivial visibility values, setting ηkl(u) = 1 in
each case. For this reason, the role of the visibility (which can improve solution
quality) will not be discussed here. For details, we refer the reader to [5].

Whether a continuation (k, l) of a partial walk u ending with node k is feasible
or not is defined in accordance with the condition above that node l is not yet
contained in u, and that none of the (eventual) additional rules specifies l as
infeasible after u has been traversed.

In a loop, a predefined number Γ of random walks of ants according to
the procedure above are performed sequentially. These Γ walks form together a
round of the process. The single-objective heuristic S-ACO determines in each
round a round-winner. This is done by comparing all walks that have been per-
formed in this round on one random scenario ω, drawn specifically for this round.
In the multiobjective context of SP-ACO, the determination of a round winner
necessitates that a unique objective function for ranking the solutions produced
by the walks of the ants is defined for this round. We do this by taking a weighted
average of the cost functions f1, . . . , fR. The weights w1, . . . , wR are drawn ran-
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Procedure SP-ACO

τ
(r)
kl := 1 for all (k, l) and for all r = 1, . . . , R;

initialize the solution set X as the empty set;
for period π = 1 to Π {

draw weights w1, . . . , wR randomly;

τ :=
∑R

r=1 wrτ
(r);

for round m = 1 to M {
for ant γ = 1, . . . , Γ {

set position k equal to start node of C;
set u equal to the empty list;
while (a feasible continuation (k, l) of u exists) {

select successor node l with probability

pkl =

{
0, if (k, l) is infeasible,

τkl · ηkl(u) /
(∑

(k,r) τkr · ηkr(u)
)

, else,

the sum being over all feasible (k, r);
set k := l, and append l to u; }

xγ := u; }
based on one random scenario ω and objective function

f(x, ω) =
∑R

r=1 wrfr(x,ω),
select the best walk x out of x1, . . . , xΓ ;
if (m = 1) set x̂ := x; // candidate for best solution in period
else {

based on random scenarios ω1, . . . , ωNm , compute sample estimate

E(F (x) − F (x̂)) = 1
Nm

∑Nm
ν=1

∑R
r=1 wr(fr(x,ων) − fr(x̂, ων));

if (E(F (x) − F (x̂)) < 0) set x̂ := x; }
evaporation: τ (r) := (1 − ρ) τ (r) for all r;

global-best reinforcement: τ
(r)
kl := τ

(r)
kl + c1wr for all (k, l) ∈ x̂ and all r;

round-best reinforcement: τ
(r)
kl := τ

(r)
kl + c2wr for all (k, l) ∈ x and all r;

τ :=
∑R

r=1 wrτ
(r);

based on a sample of size N (c), evaluate estimates EF1(x̂), . . . , EFr(x̂);

if (x̂ nondominated by X according to computed estimates of size N (c))
add x̂ to X and remove dominated elements from X; } }

Fig. 1. Pseudocode SP-ACO

domly at the beginning of a process phase called period. A period contains several
rounds in which solutions are gradually improved w.r.t. the current weights. In
the next period, new weights are drawn; this process is iterated.

In an ACO implementation for a deterministic problem, it is customary to
store the best solution seen so far in a special variable. A crucial difference to the
deterministic case is that in the stochastic context, it is not possible anymore
to decide with certainty whether a current solution x is better than the solution
currently considered as the best found, x̂, or not. To make a tentative decision
by sampling, we perform a tournament: After a current round-winner x has
been determined, x is compared with the solution considered as the overall best
solution so far in this period, x̂. For evaluating the solutions, a weighted average
F of the objective functions F1, . . . , FR with the current weights w1, . . . , wR is
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used, and estimates for the values of the functions Fr are determined from a
sample consisting of Nm randomly drawn scenarios ων which are used by both
solutions. Also these scenarios are round-specific, i.e., in the next round, new
scenarios will be drawn. The larger Nm, the more reliable is the decision. The
winner of the comparison is stored as the new “global-best” x̂. In [9] it is shown
that the sample size Nm should be increased as a linear function of the round
number m to enable a convergence result for the single-objective case.

Next, the solution x̂ considered so far as the best of the current period as well
as the current round-winner are reinforced on each of their arcs by pheromone
increments, after a certain fraction ρ (“evaporation factor”) of pheromone has
been removed from each arc. The parameters c1 > 0 and c2 > 0 in the algorithm
determine the amount of pheromone increment on global-best and round-best
walks, respectively.

We take account of the different objective functions F1, . . . , FR by assigning
a separate pheromone matrix τ (r) = (τ (r)

kl ) to each objective r. Global-best and
round-best reinforcement is done in each of these pheromone matrices with the
current respective weight wr. For the transition from a node k to a feasible
successor node l, the guiding pheromone values τkl must be computed as a
weighted mean of the objective-specific pheromone values τ (r)

kl . As weights we
take again the current values wr.

After reinforcement, it is checked whether the current global winner solution
x̂ can be added to the current set X of candidates for the approximation to
the Pareto-optimal set. For this purpose, an estimation of the objective function
values F1(x̂), . . . , FR(x̂) based on a random sample of constant size N (c), where
N (c) is comparably large, is performed. If x̂ turns out as nondominated by X
according to these estimates, x̂ is added to X , and solutions in X dominated
by x̂ are removed from X . The objective function estimates obtained from the
sample of size N (c) are assigned to x̂ in the list of the elements of X for future
dominance comparisons with new candidates for the solution set X .

3.2 The SPSA Algorithm

In this subsection, we present an extension of the PSA (Pareto Simulated An-
nealing) algorithm by Czyzak and Jaszkiewicz [2], designed for solving MOCO
problems, to an algorithm SPSA (Stochastic Pareto Simulated Annealing) for
the solution of MOSCO problems. Since PSA is already a well-established tech-
nique, we keep the description short, focusing on the points by which SPSA
extends PSA. The pseudocode of SPSA is given in Fig. 2.

PSA uses a search set (here denoted by Θ) exploring the solution space
governed by a mechanism that (i) drives the search points towards the Pareto-
optimal set, and (ii) favors diversification by forcing points that lie close to each
other in the solution space to “specialize” on different objectives. The last effect
is achieved by a suitable modification of the weights assigned to the objective
functions: the weights are increased for those objectives for which a current
search point x is better than a near-by search point x′, and decreased for the
others.
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Procedure SPSA

initialize the search set Θ by s random feasible solutions;
initialize the solution set X as the empty set;

initialize N (2) by Ninit;
for i = 1 to s

if (ith solution xi in Θ is nondominated by X, based on sample size N (1))
add xi to X and remove dominated elements from X;

initialize temperature parameter T ;
repeat until (termination criterion is met) {

for l = 1 to L {
for i = 1 to s {

for r = 1 to R

compute sample estimate EFr(xi) based on sample size N (3);
construct a random feasible neighbor solution y to xi;
select x′ ∈ Θ nondominated by xi with minimum distance to xi;
if (first run or x′ not found) {

for r = 1 to R
draw random weight wir;

normalize weights wir to
∑

r wir = 1; }
else {

for r = 1 to R {
compute sample estimate EFr(x

′) based on sample size N (3);
if (EFr(xi) < EFr(x

′)) wir := awir; else wir := wir/a;
normalize weights wir to

∑
r wir = 1; } }

for r = 1 to R

compute sample estimate E(Fr(xi) − Fr(y)) based on sample size N (2);
with probability min(1, exp(

∑
r wirE(Fr(xi) − Fr(y))/T ) {

xi := y;

if (T < Tc and y nondominated by X, based on sample of size N (1))
add y to X and remove dominated elements from X; } } }

T := bT ;

increase N (2) by Ninc; }

Fig. 2. Pseudocode SPSA

Basically, our extension SPSA works as PSA, with the exception that at any
time when an objective function evaluation is necessary, an estimation based on
sampling is done. For the sample estimate, we use the notation of (2). Three
sample size parameters N (1), N (2) and N (3) are used. N (1) and N (3) are con-
stants, N (2) is a variable. N (1) corresponds to the sample size N (c) in the SP-
ACO algorithm in that it is applied for deciding whether a candidate solution
is (presumably) nondominated by the current elements of the solution set X .
As N (c) in the case of SP-ACO, N (1) must be high, because the estimates are
not revised anymore at a later time. In the experiments, it turned out that
better results were achieved by considering insertion into X only after the tem-
perature parameter T has fallen below some threshold Tc. Sample size N (2) is
used for deciding whether or not a neighbor solution is to be accepted. Since by
the simulated annealing philosophy, in a late phase (low temparature), neighbor
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solutions that are not better than the current solution should be rejected with a
high probability, it is important that the estimation accuracy for the difference of
the objective function values is gradually increased during the process, similarly
as we gradually increase Nm in the SP-ACO algorithm. The third sample size,
N (3), is used for getting estimates of the objective function values of a current
solution x ∈ Θ compared to those of the closest neighbor x′ of x in Θ.

4 Experimental Results on a TSPTW-SST

For first computational experiments with the described algorithms, we used a
bi-objective TSP with Time Windows and Stochastic Service Times (TSPTW-
SST). A set of customers {1, . . . , n} and a distance matrix D = (dij) are given.
Distances are interpreted as driving times. Let us imagine that the travelling
person is a service engineer. To each customer i, a time window [ai, bi] can
be assigned, indicating that customer i requests a visit by the service engineer
starting at time ti with ai ≤ ti ≤ bi. If the service engineer arrives at customer
i at a time ti before time ai, (s)he must wait until time ai. If (s)he arrives after
time bi, a tardiness of amount ti − bi is registered. Not every customer needs
to have a time window for the visit. The service at customer i takes some time
Yi, where Yi is a random variable with known distribution. After finishing the
service at customer i, the service engineer drives to the next customer on the
list given by the chosen permutation x of customers. The aim is to minimize the
exepected values of two objectives: (i) the sum of total driving time and total
waiting time, (ii) the sum of the tardiness values (ti − bi)+.

Besides SP-ACO and SPSA, we also implemented a complete enumeration
procedure combined with brute force simulation (CE/BFS, sample size 106) to
evaluate proposed solutions, and a random search (RS) procedure with constant
sample size per solution.

We generated 12 different problem instances at random. The problem size
was chosen as n = 9 in all these instances, which was the largest number of
customers for which we were able to compute the Pareto-optimal set by the
CE/BFS approach within reasonable time. (On a PC Pentium 2.4 GHz, this took
about 5 hours per test instance; the sample size was chosen as high as 106 to
reach a sufficient accuracy of the objective function evaluations.) Test instances
with n = 9 may seem as very small, but we would like to emphasize that in
the combined setting of two different objectives combined with simulation-based
objective function determination, the problem is highly nontrivial already for
this instance size.

In the case of each problem instance, n = 9 customer points were selected
uniformly at random from a square. Distances were computed as Euclidean dis-
tances between these points. It was assumed that traversing an edge of the square
takes 10 time units. For each customer, a random decision was made on wether
or not to assign a time window, using a fixed probability pTW for the existence of
a time window. If a time window was assigned, its length was selected uniformly
at random between 6 and 60 time units, and its start time was selected uni-



Two Metaheuristics for Multiobjective SCO 123

formly at random between time 0 and the maximum time such that the whole
time window was still contained in an interval of 120 time units. The service
time distributions were chosen as uniform distributions on the interval between
two values σmin and σmax.

Experiments were carried out for the following combinations of parameter
values: For pTW , we considered the cases pTW = 0.2 and pTW = 0.3, and for
the intervals [σmin, σmax], we chose the cases [0, 20], [0, 40] and [10, 30]. For each
of the 6 parameter combinations, 2 random test instances were generated, such
that 12 test instances in total were produced. Fig. 3 shows a typical Pareto front
(Pareto-optimal set in objective space).

To have a fair comparison, each of the heuristic algorithms SP-ACO, SPSA
and RS was given 20 seconds on a PC Pentium 2.4 GHz for a single run.
The parameters of each heuristic were tuned to best possible results within
these 20 seconds at the first test instance for the combination pTW = 0.2,
[σmin, σmax] = [0, 40]. After that, 100 runs for each of the three heuristics were
performed on each test instance and evaluated with the help of the results ob-
tained by CE/BFS.

The tuning yielded the following parameter values: (a) SP-ACO: M = 10,
Γ = 200, ρ = 0.00005, N (c) = 2000, c1 = 0.0005, c2 = 0.000005. (b) SPSA:
s = 10, N (1) = 500, N (2): initial value 1, increment 1, N (3) = 1, a = 1.1, b = 0.9.
A neighbor solution y was determined by mn random 2-opt moves, where mn

was chosen uniformly between 1 and 4. (c) RS: sample size Nrs = 200 per
randomly generated solution. Concerning the SP-ACO parameters, we remark
that the value ρ may seem rather low compared to usual ACO implementations
for single-objective deterministic problems. However, it should be noted that
pheromone is not re-initialized at the beginning of each period, such that also
low values of ρ effect distinct differences in the pheromone values towards the
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Table 1. Results for the 12 test instances (including 100 runs per instance and method)

average ratio of found sol. significantly better
test instance no. sol. aco sa rs aco : sa aco : rs sa : rs

0.2, [0,20] / 1 22 0.337 0.327 0.184 n aco (s∗∗) sa (s∗∗)
0.2, [0,20] / 2 17 0.663 0.571 0.444 aco (s∗∗) aco (s∗∗) sa (s∗∗)
0.2, [0,40] / 1 41 0.421 0.285 0.218 aco (s∗∗) aco (s∗∗) sa (s∗∗)
0.2, [0,40] / 2 34 0.450 0.450 0.343 n aco (s∗∗) sa (s∗∗)
0.2, [10,30]/ 1 25 0.428 0.305 0.222 aco (s∗∗) aco (s∗∗) sa (s∗∗)
0.2, [10,30]/ 2 16 0.727 0.720 0.511 n aco (s∗∗) sa (s∗∗)
0.3, [0,20] / 1 21 0.701 0.561 0.366 aco (s∗∗) aco (s∗∗) sa (s∗∗)
0.3, [0,20] / 2 19 0.748 0.652 0.448 aco (s∗∗) aco (s∗∗) sa (s∗∗)
0.3, [0,40] / 1 23 0.620 0.662 0.515 sa (s∗∗) aco (s∗∗) sa (s∗∗)
0.3, [0,40] / 2 27 0.432 0.480 0.329 sa (s∗∗) aco (s∗∗) sa (s∗∗)
0.3, [10,30]/ 1 20 0.532 0.582 0.459 sa (s∗∗) aco (s∗) sa (s∗∗)
0.3, [10,30]/ 2 11 0.550 0.451 0.338 aco (s∗∗) aco (s∗∗) sa (s∗∗)

end of the procedure. Moreover, it can be observed that in the parameter choice
above, the global pheromone increment c1 is 100 times as high as the local
pheromone increment c2, which turned out as advantageous.

In the literature, many measures have been described for evaluating the re-
sults of multiobjective optimization heuristics (see, e.g., Jaszkiewicz [12]). Since
our present results are only intended as a first experimental test, we used only
one, rather basic evaluation metric, namely the ratio of Pareto-optimal solutions,
as determined by CE/BFS, that are covered by one of the solutions in the output
set of a considered heuristic algorithm. This is the first evaluation metric Q1 for
MOCO heuristics suggested in [12]; it goes back to Ulugu et al. [13].

In Table 1, we list the average Q1 value over 100 test runs for each problem
instance and each heuristic. In addition, for each problem instance and each pair
of heuristics, we performed a (two-sided) Wilcoxon test to decide whether or not
the difference between the indicated average Q1 values for the two heuristics is
statistically significant or not. Column 2 of Table 1 shows the total number of
Pareto-optimal solutions, columns 3 – 5 the averageQ1 values over 100 runs, and
columns 6 – 8 the results of the significance tests for the pairwise comparisons
(n: no significance; s, s∗ and s∗∗: significance at level α = 0.05, 0.01 and 0.001,
respectively). If a significant difference was found, the heuristic with the better
results in the pairwise comparison was named. As it can be seen, both SP-
ACO and SPSA outperformed RS in all cases with high significance. SP-ACO
outperformed SPSA in 6 cases with high significance and was outperformed by
SPSA in 3 cases, also with high significance. In the 3 remaining cases, there was
no statistically significant difference between the results of SP-ACO and SPSA.

5 Conclusions

Two metaheuristics, SP-ACO and SPSA, for solving MOSCO problems have
been developed and compared on a TSPTW with stochastic service times. The
results do not indicate a consistent superiority of SP-ACO over SPSA or vice
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versa in the evaluation metric Q1, but a random search approach is clearly out-
performed by both. Future work should deal with more comprehensive outcome
evaluations on extended test instance sets, and Q1 should be supplemented by
other metrics. Furthermore, extensions of other MOCO metaheuristics to the
stochastic case should be included into the comparison.
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Abstract. We consider temporal aspects of self-replication and evolv-
ability – in particular, the massively asynchronous parallel and
distributed nature of living systems. Formal views of self-reproduction
and time are surveyed, and a general asynchronization construction for
automata networks is presented. Evolution and evolvability are distin-
guished, and the evolvability characteristics of natural and artificial ex-
amples are overviewed. Minimal implemented evolvable systems achiev-
ing (1) asynchronous self-replication and evolution, as well as (2) proto-
cultural transmission and evolution, are presented and analyzed for
evolvability. Developmental genetic regulatory networks (DGRNs) are
suggested as a novel paradigm for massive asynchronous computation
and evolvability. An appendix classifies modes of life (with different de-
grees of aliveness) for natural and artificial living systems and possible
transitions between them.

1 Models of Time: Logical vs. Physical Time

We consider time in discrete dynamical systems. St. Augustine considered time
as something intuitively graspable yet ineffable. Varshavsky distinguished two
kinds of time: Time as a logical variable in a system defined by events vs. time
as an independent physical variable [96], and studied self-timing and asynchrony
theory for computing devices as the problem of reconciling the two types of time
via design of system timing for the appropriate functioning asynchronous devices
interacting with external environments.

For a single observer or location, we can consider three main views of the
(logical) time:

1.1 Partial Orders as Models of Time

Aristotle considered events in time via ordering related to casuality (and motion),
and time as defined by differences between states before and after (thus change
is required for the passage of time).

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 126–169, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Self-replication, Evolvability and Asynchronicity in Stochastic Worlds 127

1.2 Time as a Random Variable

Another view is to regard logical events, such as a discrete event clock-tick, as
embedded in physical time but where a random variable takes values event or no
event according to some distribution at successive discrete moments of physical
time. (Instead of just one type of event more generally different particular events
might be generated.) Here the passage of logical time, if used to increment a
measuring counter, is monotonically but not deterministically related to the
passage of physical time.

1.3 Algebras of Time: Semigroups as Models of Time

Following J. L. Rhodes (who refers to Aristotle), we can describe time alge-
braically. If α, β, and γ are each sequences of events in time, and the composite
sequence β then γ is preceded by α, this is exactly the same as when β follows
α and after both γ occurs. That is, the associative law

(αβ)γ = α(βγ)

is a grammatical statement about sequences of events in time. The study of
associative structures (semigroups) is thus the study of models of time.

As a simple application, we have algebraically classified all models of time
allowing for only a single repeated event (or “clock-tick”).1

Semigroups are intimately connected with deterministic automata, as se-
quences of inputs induce mappings of the set of states of the automaton to itself;
these induced mappings thus comprise a semigroup (under the associative oper-
ation of function composition) which serves as a model of time in the automaton.

To pass to a nondeterministic or probabilistic automaton, there are several
methods. A very general one, related to the construction of minimal automata,
applies to the more general case of observations or measurements of any phenom-
enon at all. Observations of a given stochastic phenomenon can be treated via
Crutchfield’s ε-machines: from observations of an, in general stochastic, process
one constructs a deterministic automaton in which transitions are single observa-
tions and in which states are equivalence classes of past histories for each member
of which the probability distribution over the future histories is the identical. In
other words, in a given state the future is conditionally independent of the past
[15]. The semigroup of the ε-machine then serves as an algebraic invariant and
model of the temporal dynamics of the given phenomenon.

2 Evolution and Evolvability

Evolution viewed as stochastic synchronous or asynchronous algorithm or tem-
poral process is described here. Evolvability describes the capacity to which a
1 The possible single event models are cyclic groups, the positive natural numbers

under addition, and thresholded cyclic groups – in which the event can be repeated
some number of times whereupon one enters a cyclic group [57].
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particular evolutionary process is successful in generating adaptive individuals
and will be discussed in detail later. After defining Darwinian evolution, we
survey non-biological examples and the other evolution-like phenomena. Evolv-
ability is then discussed in detail for these examples.

2.1 Definition of Darwinian Evolution

Evolution is any dynamical population process [17,16] with the follow-
ing characteristics, which one can regard as the semi-formal Darwin-Wallace
axioms:

(1) Heritability: Individuals have inherited information or material (genotype)
from parent(s) that makes them similar to their parent(s) in some traits.
(2) Variability: Offspring may differ from their parents in their heritable ma-
terial (genotype) and in other respects (phenotype).
(3) Differential Reproductive Success [selection]: depending on phenotype,
which must depend at least in part on inherited traits, some individuals are more
likely to have any (or more) offspring than others.
(4) Finite Resources and Turn-over of Generations: Lifespans of individ-
uals are finite and the existence of only a limited number of individuals can be
supported in the population at any moment.

The above axioms yield a creative engine via a “struggle for existence” driving
“descent with modification”. Persistence and increase in distribution of heritable
successful traits follow by (1) and (3), and creativity arises via (2). Competition
for existence is due to (4). Note that a presupposition of (1) is that the population
consists of well-defined individuals.

2.2 Stochasticity of Evolution

Stochasticity impinges on evolution usually (1) via the mechanism of genotypic
variability, whereby inherited information is perturbed, but also (2) in pheno-
typic variability whereby the environment or constrained aspects of develop-
ment lead to differences between parent and progeny. Differential reproductive
success (3) refers to the probability of success at producing progeny depend-
ing on inherited information is therefore generally modeled as stochastic in
nature.2

Evolution can thus be regarded as a very general class of stochastic algorithm
with many instances occurring in nature, culture, and artificial systems.

2.3 Instances of Evolution in Silico

Genetic Algorithms and Evolutionary Computation. Genetic Algorithms
(GAs) and allied methods are population processes for artificial evolution in com-

2 Nevertheless, evolution is also possible in completely deterministic systems, e.g. the
synchronous evoloop system [77] (see below), or any non-interactive genetic algo-
rithm running with a given ‘seed’ for generating random numbers.
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puters and have been introduce in many variants: genetic algorithms [27], evolu-
tionary strategies [70,80], evolutionary algorithms [24], and others. The “vanilla”
genetic algorithm in the style of Holland [27] is described here:
1. Create a population of fixed finite size of fixed-length bit-strings encoding
candidate solutions to an optimization problem (initialized randomly or with
domain knowledge)
2. Evaluate each against an objective function (“fitness function”)
3. Copy individuals that do better with higher probability into next generation
(a new population, with same population size) [selection]
4. Apply variability operators: mutation random bit-flips, crossover: recombina-
tion of substrings in individuals subtrees at random nodes between two individ-
uals, and others.
5. Iterate 1-3 until satisfied.

Genetic Programming: Variant of GA. Genetic Programming (GP) is a
variant of GAs introduced in the early 1990s by John Koza [30]. It has the
following structure:
1. Do GA, but on populations of programs, not bit-strings (e.g. Lisp S-express-
ions, or parse trees in any programming language). Individuals are syntactically
correct programs over some chosen set of basic operations, and terminals (con-
stants and variables).
2. Behaviour or output of each program in population is evaluated against ob-
jective function (“fitness function”)
3. Copy individuals that do better with higher probability into next generation
(a new population, with same population size) [selection]
4. Apply variability operators respecting syntax: mutation replaces a subtree by
random one (of the same type); crossover: exchange subtrees (of the same type)
at random nodes between two individuals. New individuals are syntactically cor-
rect since the operators respect node typing.

Later variants of GP also introduced explicit support for modularity, named
functions (so-called automatically defined functions (ADFs)) that can be called
by the main result producing branch of the program.

Digital Organisms. Digital organisms were introduced by tropical evolution-
ary biologist and computer scientist T.S. Ray around 1989. Individuals in a
finite computer memory are self-replicating programs running on a Darwinian
operating systems (one in which mutations in data and flaws in computational
operations occur with certain low probabilities). There is no objective function,
so we have an instance of natural selection. The motivation is not optimization
but artificial life as a generalization of biology. Several systems for the evolution
of digital organisms have been developed: Tierra [69], the first one, gives rise to
rich ecologies (parasites, obligatorily social hyperparasites, etc.). Insights that
make it evolvable (as compared to random mutation of computer code) were
inspired by biology and include (1) template recognition and matching (recog-
nition based on “shape”); (2) all strings are syntactically correct assembler-like
programs, and (3) small language size - no numerical constants are permitted
in statements (but must be constructed in an organism’s digital processor if
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needed). Space in computer memory and processor cycles are the fundamental
resources for digital organisms; these and interaction amongst digital organisms
determines their reproductive success in an emergent manner. NetTierra is an
internet wide version with multithreading (an analogue of multicellularity), sens-
ing by digital organisms of other sites over the network, and migration between
computers. The Avida system added CPU cycle rewards for some computations
and is currently most widely used [2], especially as a model for bacterial and
an experimental test-bed for population genetics theory. Physis [23] is new sys-
tem for studying evolvability of digital organisms in which organisms carry not
only the code for their self-replication, but also code specifying the processor
that will run it and, moreover, code specifying the language they will run on it:
evolvable processors. This latter system allows the study of the evolvability of
self-replication, including phenomena analogous to evolution of the genetic code
for protein biosynthesis via translation to amino acid sequences from sequences
of codons in very long oligonucleotides DNA/RNA.

3 Not-Quite-Darwinian Evolution

Several cases of what looks like evolution (and is often called evolution) fail
to meet the Darwinian axioms. Generally, in such cases, there are dynamical
similarities, but the problem is that one cannot identify well-defined individu-
als. An analogue of producing progeny in such cases is persistence [52], usually
eventually with modification (and hence variability).

3.1 Software Evolution

In Software Engineering, the costs of so-called ‘software maintenance’ and ‘soft-
ware evolution’, i.e. costs of modifying and adapting already released software,
amount to billions of dollars annually (50-95% of all software costs [83,35]).
Software is static, fragile and inflexible (except where adaptation need has been
foreseen), but its context and environments of use change, hence requirements
change. Software evolution has been characterized as managing change – see the
work of Lehman, Goguen, and Berners-Lee (e.g. [35,25,26,8]). Persistence and re-
use of software is an analogue to heritability [52]. If software code is regarded as
heritable information, the severe problem of requirements change shows the need
for software that possesses phenotypic versatility and robustness to perturbation,
both of which are related to evolvability.

Software growth has been studied as a dynamical system with system-level,
positive and negative growth laws [103]. There are no clear individuals, no pop-
ulation. But there is persistence and growth, and descent with modification.
Are there principles in common with those biological evolvability? The answer
seems to be yes, but they are not well-understood yet. Any software carries with
it unbounded number of assumptions, which are progressively violated as time
passes and context of use – and hence requirements – change [35]. A design
principle similar to biological evolvability: attempt to be future-proof, robust to
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likely sources of change (see [8] on future-proofing and world wide web data and
mark-up languages).3

3.2 Cultural Evolution

Other examples of evolution without a readily identifiable individuals in popu-
lations are the evolution of artifacts, and the evolution of behavior or cultural
(memetic) evolution.

4 Evolvability

The evolution of life on earth has undergone several major transitions. Major
transitions in evolution are studied in [11,45]: Free Replicators to replicators
in compartments; RNA as gene/enzyme to DNA and protein (genetic code);
prokaryotes to eukaryotes; asexual clones to sexual populations; protists to dif-
ferentiated multicellular life (esp. [11,47]); solitary individuals to colonies with
non-reproductive castes [45].

All of them involve transitions in the way information is used and most of
them involve the advent of new types of individuality and thus new units of
selection in populations of these new individuals.

Nothing like the complexity and creative power of organic evolution has been
realized in artificially constructed evolutionary systems. Why is this the case?
Computer scientists using evolutionary computation techniques quickly discov-
ered that in some cases evolution was better able to find solutions than in others.
Sometimes evolution completely failed as an optimization method, other times it
worked well. Biologists had tacitly assumed that evolution by itself was sufficient
to generate open-ended adaptivity and complexity of the kind they observed in
nature (e.g. flowering plans, animals with complex body plans, etc.). But the
frustration of computer scientists in some cases showed clearly that some sys-
tems were obviously more evolvable than others.

4.1 Krohn-Rhodes Complexity and Open-Ended Evolution

This leads to a constructive challenge problem.
Open Problem 1. (Open-Ended Evolution) Build a system that exhibits
open-ended evolution. One in which complexity can grow arbitrarily large and
new innovation and complex traits continue to arise.

Krohn-Rhodes complexity in algebraic automata theory using semigroups
as models of time (or, e.g. Kolmogorov complexity) can be used to formalize
3 The problem with being “future-proof” is that evolution by itself is a historical

process that cannot predict anything about the future. In biology, robustness to
likely sources of change appears to be achieved via lineage selection, i.e. lineages
robust to the kind of change that has historically occurred are more likely to continue
than others when changes of the same type reoccur in the future. In software, human
design as well as such lineage selection may be operate. See also the discussion in
the sections of this paper on GP code bloat and on the evolution of evolvability.



132 C.L. Nehaniv

the notion of unbounded complexity growth, and explicit bounds on complexity
increase in the course of smooth evolution can be computed [60]. Duplication-
and-divergence is one generic method of maximizing jumps in complexity [62].

4.2 Origin vs. Fate of Variation

Most evolutionary theory (e.g. nearly all of population genetics) has been con-
cerned with the fate rather than origin of variation [101]. Variability is the only
source of creativity in the evolution axioms, and its generation must therefore
be one of the keys to evolvability.

4.3 Definition of Evolvability

Evolvability has been characterized in various ways in the literature:

– “the ability of a population to produce variants fitter than any yet existing”
(Altenberg [5])

– “genome’s ability to produce adaptive variants when acted on by the genetic
system” (Wagner & Altenberg [101])

– “the capacity to generate heritable phenotypic variation” (Kirschner & Ger-
hart [29])

– characterized by evolutionary watersheds opening the floodgates of evolu-
tion, such as with the advent of segmentation and body plans (Dawkins
[20])

A synthetic definition is formulated here:

Definition. Evolvability is the capacity of a population to generate adaptive
heritable genotypic and phenotypic variation.

In this definition, “adaptive” is understood as fitter than any currently
existing.4

4.4 Genetic Algorithms and Evolutionary Computation:
Evolvability Issues

Choice of encoding is a crucial issue for evolutionary computation: ‘The Repre-
sentation Problem”. Encoding determines the genotype (e.g. bit-string) to phe-
notype (fitness evaluation) mapping (Genotype-Phenotype Map).

4 This notion of evolutionary adaptivity is similar in its sense to that used in Al-
tenberg’s definition above [5], but is more specific in that it replaces “fitter than any
yet existing” by “fitter than any currently existing”. The reason for this is that fit-
ness is a spatio-temporally local notion depends of the current organism-environment
interactions and niches which are of course subject in general to temporal variation
over generations. The production of fitter individuals might first proceed via neutral
evolution, i.e. the production of new individuals with different genotypes and of equal
fitness to those existing; this is known to increase evolvability in many examples (cf.
[28,93].)
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Genotype-Phenotype Relation

“The genotype-phenotype map is the common theme underlying such
varied biological phenomena as genetic canalization, developmental con-
straints, biological versatility, developmental dissociability, morphologi-
cal integration, and many more” - G. P. Wagner & L. Altenberg [101]

Variability operators determine the topology (neighborhood relations of geno-
types) of the fitness landscape (S. Wright 1932 [107]), mapping genotype (or geno-
type and phenotype via environment interaction) to probability of reproductive
success. Smoothness of the objective function on this landscape determines how
well GAs can do their stochastic hill-climbing. If there are deep broad valleys
between fitness peaks (local optima) that can’t be traversed quickly enough, the
system is not evolvable. Conversely, uphill paths reachable by a single step from
local optima make landscape evolution-friendly.

To improve evolvability, the evolutionary strategies of Rechenberg and Schwe-
fel [70,80] introduce the heritability of locus specific mutation parameters (for
the variance of noise applied to numerical parameters under optimization).

Extradimensional bypass [14] is the adding of dimensions to the genetic
‘search’ space (e.g. by an insertion mutation or by duplication of a gene), in
higher dimensional fitness landscapes, local optima often become saddle points;
this is observed in protein evolution, and is related to neutral networks and ro-
bustness (via mutational buffering). Sometimes it has been used in evolutionary
computation, e.g. via growth in genome size or duplication of all or part of the
genome, to achieve improved evolutionary performance.

4.5 Genetic Programming and General Evolvability Issues

In GP, an important phenomenon is code bloat: for robustness to crossover, size
of programs increases uncontrollably. They are full of junk in order to with-
stand crossover with lower chance of distribution. Making multiple crossover
occurrences more likely for large trees according to their size eliminates this
trend [91].

This is a particular instance of a general principal in the evolution of evolv-
ability: Evolution favors lineages that robustness to disruption from the vari-
ability operators experience by the evolving population. See [66] for a related
study on linkage and crossover, and [92] for the neutral evolution of mutational
robustness.

Modularity: Automatically Defined Functions (ADFs) [31] are functional
modules that can be called from various locations in a program. Using these
can measurably increase evolvability [90]. This is related to analogous principles
in software engineering for evolvability: code factoring, appropriate modularity,
re-use (e.g. [65,52,83]).

4.6 Properties and Mechanisms of Evolvability

What makes an instance of the stochastic algorithm, evolution, evolvable? A list
of properties and mechanisms that seem closely related to evolvability is pre-
sented here. In many cases it is unclear whether we are examining a prerequisite
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for, or a consequence of, evolvability, or possibly both (via the circular casuality
of the dynamical evolutionary process), or perhaps an incidental property.

1. Developmental Plasticity: Universal responsiveness to interaction with the
environment, an incessant, continual coupling throughout life. (lifelong
viability; multiple cell types; complex life cycles; multiple developmental
pathways/behaviours/morphs; continual self-creation and maintenance in
interaction with environment/others). This property is almost unknown in
artificial systems, standard population genetics models, the ‘new synthesis’,
unimodal evolutionary models; but see West-Eberhard [104] and also Varela
[94].

2. Flexibility/Rigidity of Genotype-Phenotype Relation Robustness (to Heri-
table and to Developmental/ Environmental Perturbations)

3. Duplication-Divergence: From one, many! (cell types, castes, genetic regula-
tory networks (GRNs), segmentation, generic complexity increase)

4. Differentiation, Local Adaptation and Control
5. Appropriate Modularity, Compartmentation Potential to Combine Lower

Level Units: one from many!
6. Symbiogenesis
7. New Individuality (e.g. Multicellularity, Compartmentation; Linkage)
8. Use of Signaling, Switches, Signal Transduction, & Feedback Control
9. Employment of Evolutionary Dynamics (within individuals!)

10. Redundancy
11. Extradimensional Bypass

4.7 Duplication and Divergence

Gene duplication is remarkably frequent and important in biological evolution
[63], and subject to complex evolutionary dynamics [39]. The creation of a full or
partial extra copy of a gene (or other component) frees one copy or both copies
to specialize functionally, or one copy to acquire a new function. Duplication
and divergence in biological evolution [63] is thus a generic mechanism for the
generation of variability, of great potential creative power.

Duplication and divergence (Figure 1) is also exemplified by division of la-
bor among cells or tissue types in a body, or castes in a social insect colony. In
differentiated multicellularity, growth via cell division and followed by special-
ization into cell types (e.g. into soma and germ lines) provides an opportunity
and mechanism to exploit asynchronous parallel processing by closely related
entities to achieve adaptation at a higher level of individuality.

Complexity increase via increase via duplication and divergence, e.g. increase
in number and role of cell types [9], or the acquiring genomes [43] (which does
not involve duplication and divergence) can apparently realize known, sharp
theoretical bounds on the evolution of biological complexity [60].

Differentiation. Differentiation of multiple copies of the same entity as in
differentiated multicellular involves the following properties:
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Fig. 1. Duplication-Divergence: A Generic Path toward Complexity Increase and

Evolvability (after J. Maynard Smith [44])

– Multiple copies of regulatory mechanism in similar units (e.g. genetic regu-
latory networks, cells, individuals, etc.)

– Local state
– State inherited by lineage (e.g. Cell types, growth and morphogenesis, epi-

genetics methylation, etc.)
– Local adaptation to local conditions
– Long- and medium- distance interactions
– Growth from single unit to a differentiated many, with changing topology
– Division of labour

5 Self-production and Reproduction

How is it possible for a mechanistic system to produce something as complex
or even more complex than itself? This problem motivated von Neumann to
study the physical and logical basis of self-reproduction using automata models.
Von Neumann considered automata capable of (1) examining and copying any
pattern or specimen given to them, or of (2) production of any object starting
from a logical description.5 Either approach leads to a solution to von Neumann’s
problem: in the first method, present the automaton with an entity as or more
complex than itself; in the second, present it with a logical description of one. Of

5 See especially notes of von Neumann’s fifth lecture “Re-Evaluation of the Problems
of Complicated Automata - Problems of Hierarchy and Evolution” in Part I of [99]
delivered in December 1949 (and edited and reconstructed by A. W. Burks). In both
cases the word “any” must taken as having scope over a particular very large class
of bounded structures whose existence possible in the ambient environment.
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course for this to work, it is necessary to construct such universal constructing
automata with these capabilities or to demonstrate their existence.6

These two approaches lead to solutions of the problem of self-reproduction
by self-examination vs. heritable encoded information respectively. One presents
the universal construction automaton with itself (or a copy of itself), or with a
logical description of itself, respectively. In the latter case, a copying component
of the automata can be used to copy the logical description (regarded part of
the entity), which thus becomes heritable genetic information. Von Neumann
showed how to construct such an automaton in a synchronous cellular automata
network using the second method [99, Part II].

Mutations or errors in the construction process could lead to lethal or non-
lethal variant copies and hence provide the variability required for evolution to
act. Conceivably, this could therefore lead to the evolution of more and more
complex automata. Although von Neumann considered this possibility, so far no
one has been able to shown in detail how it could be realized.7

It is remarkable that von Neumann’s solution used genetic, inherited infor-
mation in two roles: (1) blindly copied and (2) executed, before the structure
of the heritable genetic material in life on earth was uncovered by Watson and
Crick’s 1953 detailed description of the structure of DNA revealing its essen-
tially digital nature with similar dual roles [102]. Thus, von Neumann’s work
on his automata models even anticipated the important transcription (“blind
copying”) and translation (“executability”) properties of genetic material found
for DNA, with the former realized by complementary pairing of bases and the
latter via template matching and the genetic code sequentially mapping codons
(triplets of “letters” of DNA) to the amino acids in proteins (along with numer-
ous regulatory intricacies).

From the beginnings of the study of self-reproduction in artificial systems
initiated by von Neumann already in 1948, the primary formal model has been
synchronous cellular automata in which configurations develop that eventually
may include an unbounded number of copies of the original. The models con-
structed by von Neumman and his successors have amply demonstrated that
self-reproduction is indeed possible in artificial systems.

The different possibilities for achieving self-reproduction have implications
for our understanding of the origin of life, the nature of organic life, and for the
possibilities of life as it may exist elsewhere in the universe. Szathmáry [84] offers
a classification of replicators applicable to natural and artificial systems along
the dimensions of the replication process (holistic vs. modular, and genotypic vs.
phenotypic (the latter is defined by non-modular copying of functionality)) and
of variability (limited vs. unlimited heredity, where the latter requires that the
number of possible variants be much larger than the number of individuals in
the population).

6 Portions of this section are based on the author’s paper [55].
7 To demonstrate this, a suitable rigorous complexity measure would of course be a

pre-requisite (cf. [62]).
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Self-reproduction is of course a prerequisite for any independent evolutionary
process. Sending information, instructions on how to build copies of desired
structures using local materials, into an environment rather than sending all
necessary materials into that environment represents more economical methods
of space exploration and colonization. See the NASA report edited by Freitas
and Gilbreath (1980) for further potential examples and applications of self-
reproduction to space science, e.g. self-replicating and self-maintaining lunar
factories.

Nature abounds with asynchrony. Cells in a multicellular organism or or-
ganelles or molecules within a cell apparently have no access to a central clock
signal. Can von Neumann’s problem still be solved without synchrony? Might
the restriction to synchronous update be relaxed?. In building an artificial self-
reproducing entity is it really necessary to have a single global synchronization
signal that reaches all parts of the entity simultaneously (or at least within a
well-defined tolerance)? If local parts of the configuration are ready to change
their state, is it realistic and practical to assume that they must wait until all
other parts of the cellular space are also ready to update their states?

We can indeed free all cellular automata models of self-reproduction as well
as all cellular automata models of evolution, universal computation, and univer-
sal construction from the need for synchronous update ([55,53], and below). This
is accomplished by an elegant simple mechanism that allows one to construct
an asynchronous automata network that is capable of emulating the behavior
of a given synchronous automata network. State updates in the asynchronous
model may be produced by practically any asynchronous update mechanism
whatsoever8 (e.g. updates may be sequential, occur randomly – locally distrib-
uted according a probability distribution, be partially simultaneous, etc., or even
synchronous). The result for cellular automata is a special case of a more gen-
eral theorem for automata networks with inputs due to the author (Theorem 1
below, [56]).

We describe below the construction for making any automata network’s com-
putation asynchronously realizable, give examples that illustrate how the use of
“local time” frees cellular automata networks from the need for global synchro-
nization, and display asynchronous examples of self-reproduction and evolution
in cellular automata in the context of discussing evolvability in natural and ar-
tificial systems.

5.1 Models of Self-reproduction

Von Neumann’s original constructive demonstration (begun in the 1940s and
completed by Burks in the 1960s) of self-reproduction of a configuration of states
in the cellular automata network has the properties that the self-reproducing
configuration is capable of universal computation (in Turing’s sense) and of
universal construction – loosely speaking, the ability to fill any compact area in
8 The only essential restriction is that each local automaton is updated an unbounded

number of times, and a given node from the viewpoint of another cannot have been
updated infinitely often in the past.



138 C.L. Nehaniv

the cellular space with any desired pattern. These properties were included in
addition to the ability of the replicator to make a copy of itself, and could also
be used to support this ability. Namely, universal construction (as the ability
to fill any compact region of the cellular space with arbitrary configurations)
guarantees that a copy of the self (including its ‘instruction tape’ which is present
in many examples) can be constructed. However, von Neumann’s design of a
self-reproducing universal computer and constructor was infeasibly large and
has never been fully implemented and executed through a reproduction cycle on
a computational device.

Langton’s (1984) definition requires that a copy is constructed but realizes
neither universal computation nor universal construction [33]. Langton imple-
mented and studied the first example of feasible self-reproduction in cellular
automata, using an 8-state cellular automaton with an initial configuration of
86 cells, that produces a first offspring after 151 time steps and then proceeds
to fill up available space with copies. To avoid trivialities while avoiding the
complexity of von Neumann’s model, Langton’s criterion [33,34] was proposed
as a necessary condition on self-reproduction and requires that information is
treated in the two ways identified above: as instructions that are executed (‘trans-
lation’) and as data which are blindly copied (‘transcription’). These properties
are also present in and abstracted from von Neumann’s and later Codd’s ex-
amples [13], and were by that time also known to be characteristic of biological
self-reproduction. Encoding of heritable information in the shape of a config-
uration or using self-inspection represents another feasible mode of encoding
heritable variation in self-reproduction (cf. [32,69,50,54]). Subsequent examples
of Byl [12] and Reggia et al. (e.g., [71,38]) simplified the self-replicating loop of
Langton toward minimality, with fewer states, simpler transition rules, or less
cells in the initial configuration. In some cases the simplifications are so severe
that it is debatable whether nontrivial self-reproduction has been achieved (e.g.
according to Langton’s criterion).

Subsequently, various researchers kept Langton’s requirements for self-repro-
duction, but have added more and more computational power to the relatively
small self-reproducing cellular automata configurations (in comparison to von
Neumann’s solution). These trends are surveyed by Lohn [37], who also describes
the evolution of cellular automata rules that support self-reproduction (see also
[38]). An annotated bibliography with some links to various relevant on-line
resources can be found at Moshe Sipper’s Artificial Self-Replication page [82].

H. Sayama [76,77] has constructed variants of the self-reproducing Langton
loop which exhibit self-dissolution once they can no longer reproduce, thus free-
ing up space for reuse by progeny, and most interestingly, another similar variant
called “evoloop” which exhibits heritable variability in loop size and is subject to
evolution via interaction among descendants of a common ancestor acting as a
selective force ([75,77], and below). Heritability, variability, and differential sur-
vival in an environment with limited resources are present in his evoloop when
run in finite spaces. Thus evoloop appears to be the first convincing example of
an evolutionary process occurring in cellular automata.
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5.2 Self-reproduction, Individuality, and the Heritability of Fitness

What constitutes self-reproduction?
The definition is not uncontroversial. We have already mentioned that von Neu-

mann included universal computation and universal construction in order to ex-
clude trivialities, such as the simple example of spreading activation. Langton ab-
stracted the properties of inherited information being both copied and executed.

E. F. Moore [49] defines a configuration C to be capable of self-reproducing
n offspring by time t if starting from the initial conditions of the entire cellular
space at time t = 0 such that the set of all non-quiescent cells of the space is
an array whose configuration is a copy of C there is a time t′ > t such that at
time t′ the set of all non-quiescent cells will then be contained in an array whose
configuration includes at least n copies of C.

Lohn and Reggia [38] give the following definition:

“A configuration C is self-replicating if the following criteria are met.
First, C is a structure comprised of more than one non-quiescent cell and
changes its shape during its self-replication process. Second, replicants of
C, possibly translated and/or rotated, are created in neighbor-adjacent
cells by the structure. Third, there must exist a time t such that C
can produce i or more replicants, for any positive integer i, for infinite
cellular spaces (Moore’s criterion). Fourth, if the self-replication begins
at time t, there exists a time t+∆t (for finite ∆t > 1) such that the first
replicant becomes isolated from the parent structure.”

The issue of exactness of the copy is problematic since it is not desirable
to exclude the possibility of variability. Variability among offspring is certainly
present in biological systems, and, as Darwin showed us, is necessary for evolv-
ability. Vitányi [97] introduced sexual reproduction in cellular automata and
Sayama [76], mentioned above, has demonstrated variability and (deterministic)
evolution occurring in cellular automata.

A discussion of the difficulties in formulating a rigorous definition of self-
replicating or self-reproduction is given by Nehaniv and Dautenhahn [58], who
point out that even in accepted cellular automata models of self-reproduction
there are rarely two copies of the original configuration present at exactly at
the same time when reproduction is generally accepted to have occurred (e.g.
in the von Neumann or Langton models), and it is certainly not the case when
the first offspring has been produced. The various copies of the configuration
may be at different stages in their “lifecycles” and not have exactly the same
configuration of states. They suggest looser criteria on identity of copies to allow
‘species’ of non-exact copies to be acknowledged as offspring, and also loosen
the restriction on the presence of copies all at the same time (e.g., offspring
that have to grow into adults are still regarded as offspring even though they
are never in exactly the same state of development as the parent). Adequate
formal definitions of “member of the same species” and of “individual” are still
lacking in the sciences of the artificial, including the study of self-reproduction in
artificial systems. Although these concepts are clearly fundamental to biological
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evolution, even within biology there is still on-going controversy and current
research into appropriate definitions for these concepts [43].

Coming back to Darwin’s ideas, some degree of heritability of fitness is re-
quired for nontrivial evolution to occur. With self-reproduction, the similarity
of offspring to the parents and the similarities of the environments in which the
replicators find themselves is often enough to account for this. However, beyond
the level of simple replicators, heritability of fitness requires more explanation,
e.g. in considering multicellular lifeforms with differentiated cell types, subunits
which are themselves replicators comprise populations within the body that are
themselves potentially subject to evolutionary pressures [11,45,47,48]. For ex-
ample, cancer is an example in which reproduction and evolution occur at the
lower cellular level at the expense of the higher organismal one. Multicellularity
can arise (in certain conditions on mutations and cost of defection) where fitness
(reproductive success) at the higher, whole organism level emerges in a trade-off
against short-term fitness at lower, cellular level. Guaranteeing that the offspring
are similar to the parent by suppression of freedom at the lower level in exchange
for benefits is the first functionality required of any higher unit of fitness such
as a multicellular organism. The latter must employ mechanisms to balance the
tendency of the lower level to defect by sufficient benefits from cooperation in
the higher level unit, in order to persist over evolutionary time [48,47].

In asynchronous self-reproduction the very fact that the relative synchro-
nization of the entire state of the “organism” is uncertain contributes to this
problem of heritability of fitness.

5.3 Self-repair: Biological Methods and Generalizations

Self-reproduction and self-repair (or self-maintenance) are often closely related
in biology, and an understanding of self-reproduction can thus contribute to our
ability to create self-repairing, self-maintaining hardware and software. von Neu-
mann [98] considers synthesis of reliable organisms from unreliable components
through redundancy and degeneracy, but apparently did not extend this dur-
ing his lifetime to self-repair or relate it directly to self-reproduction. Automata
models and circuitry capable of autonomous fault-detection and self-repair is an
increasingly important area [40,89,41], both as an means to understand princi-
ples of biological organization, and also in technological applications, including
robust computation, and especially for mission critical systems in space sciences.
The capacity of a system to generate parts and components of its own structure
and to establish their organization might obviously be useful in generating and
installing a replacement parts in maintaining itself.

5.4 Self-maintaining and Self-creating Systems: Autopoiesis

Such a capacity for production of constituent components in the building andmain-
tenance of them in an organized structure and dynamical process in the face of fa-
vorable or unfavorable perturbations (such as damage, production of waste, and
entropic decay) is identified, according to biologists F. Varela and H. Maturana,
as the key property, autopoiesis (“self-production”), defining living systems [95].
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Fig. 2. Compartmentation as Proto-Self-Maintenance: Components of an Autocat-

alytic Cycle in a Protected Environment with only Constituent Partners present in

suitable proportions (After J. Maynard Smith [44])

Neither von Neumann’s work on self-reproducing automata, nor the stud-
ies following him have addressed via constructive models this aspect of living
systems. Langton’s work on self-reproducing loops (removing the universal con-
struction and universal computation capacity) and its successors have focused on
minimal models of self-reproduction, first by minimizing the size of replicators
[12,71,37], and then adding various computational and other abilities [86].

Autocatalysis, Compartmentation, Early Life. An autocatalyst, by defini-
tion, promotes its own formation from other materials, and thus is in some sense
self-replicating [64]. Autocatalysis implies dynamically cycles, potentially contin-
uing without end. Compartmentation proceeds via isolation of an environment in-
side a vesicle or membrane (see Figure 2) within which conditions are conducive
to the autocatalytic cycle and the production and maintenance of the membrane.
Self-replication in early life might thus have arisen as a bifurcation in the dynamics
of a self-producing, self-maintaining system resulting in response to some pertur-
bation. For example, due to increase in size or due to accidental damage, an early
self-maintaining vesicle is broken into two parts along its membrane; each surviv-
ing component repairs itself comprising a new self-producing organization. Any
heritable aspect of organization that increases stability following such an event
leads to similar descendants, potentially growing exponentially in number.

5.5 Challenge Problems

Work in constructive biology and the theory of self-reproducing automata dis-
cussed above leaves several challenges unanswered:
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Open Problem 2. Realize construction universality in any computationally
feasible, implementable models.
Open Problem 3. Construct an autopoietic self-reproducer whether synchro-
nous or asynchronous in logical, kinematic or physical realization.
Open Problem 4. Solve open problem 3, adding heritable variation to realize
evolution in a population of autopoietic self-reproducers.

Genetic Acquisitions. Sex in biology is, by definition, nothing more than the
transfer or exchange of genetic material. It occurs, e.g., between homologous
chromosomes in meiosis, or in the uptake of DNA from the environment by
bacteria. If precious genetic information is lost due to damage to DNA, or if an
organism is doing poorly due to heavy environmental stress, recourse to the ge-
netic material from others may save the day by providing an undamaged source –
though quite possibly different in content – of relevant genetic information; see
[46] for the role of sex in repair.

A more extreme acquisition of genetic material than in sex is the acquisition
of entire genomes in symbiogenesis (the advent of a merged entity, derived from
replicators from two evolving populations, which becomes the unit of selection
in an evolutionary process – see Appendix), and resulting speciation [43]. Such
processes were involved in the acquisition by eukaryotes of the bacterial ancestors
of mitochondria and, in plants, of chloroplasts [42].

Open Problem 5. Construct an evolutionary system in which different popula-
tions of autopoietic self-reproducers interact, and in which one species acquired
the genome of another, realizing symbiogenesis.

5.6 Evolution of Evolvability

Finally, how can evolvability itself evolve? Lineage selection arguments suggest
that lineages will survive that are robust to variational operators acting an evolv-
ing population [66,5]. The genetic code and genotype phenotype mapping, and
genetic switches have all arisen in organic evolution of life on earth. Evolution
of developmental genetic regulatory networks in constructed artificial systems
interacting with their environments (see sec. 8) is suggested as one road toward
achieving some small reflection of what nature has achieved.

6 Local Time

We adopt here the view of local time as a random variable to approach the asyn-
chronization problem for automata networks. That is, given a synchronously up-
dating network of automata, we want to construct another network of automata,
with essentially the same behaviour, but in which at each node logical time is
determined by an (unknown) local random variable. It is at first unclear whether
this is possible at all, since simple experiments with common cellular automata
networks show that the behaviour of the system generally changes radically in
a qualitative sense when abandoning synchronous update.
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An automata network consists a collection of automata Av associated to
the vertices v ∈ V of a locally finite directed graph Γ = (V,E), and a global
input alphabet X and local transition rules δv. A state of the network is a choice
of state for each component automaton. Given a global input x ∈ X and a state
of the automata, the next state of the network at node v is determined by the
state of the automaton at v, the states of the automata in the neighborhood of
v (i.e. at those nodes w which have an edge (w, v) ∈ E to node v), and x. Thus
the new state of the automaton at node v may be written as

q′v = δv(qv, qN(v), x),

where qv and qN(v) are, respectively, the current state at v and the states qw of
all nodes w in the neighborhood of v.

An automata network is synchronous if every node advances to its next state
simultaneously. Otherwise it is called asynchronous.9

An automata network is called a cellular automaton if it has only only one
global input letter (i.e. the alphabet satisfies |X | = 1 and its unique letter can be
considered a “clock tick”), and the local transition functions, local automata, and
neighborhoods at each node are isomorphic. Synchronous cellular automata have
been well-studied since they were introduced by S. Ulam and J. von Neumann
in the middle of the last century (e.g. [99,13,10,88]).

Definition (Emulation). Let A be an synchronous automata network over a
directed graph Γ = (V,E) with global state set Q and Â be an asynchronous
automata network with the same input alphabet X , a directed graph Γ ′ =
(V,E′) with the same set of nodes, and global state set Q̂. Let π : Q̂ → Q be
a function from global states of the asynchronous automata network to global
states of the synchronous one, such that πv(q̂) = (π(q̂))v depends only on q̂v for
all q̂ ∈ Q̂. Thus we can denote (π(q̂))v by π(q̂v).

Regarding physical time as modeled by non-negative real numbers and logical
time in the synchronous automata network as modeled by the natural numbers,

9 We assume for asynchronous update that there are no delays in state information
reaching a node in a local transition and that local updates may be regarded as
instantaneous. We do not require any particular ordering of updates of nodes, only
that, after an update of any given node, each node will still be updated an un-
bounded number of times in its future. Simultaneity of the update of any two nodes
is permitted (but not required), and massive asynchronous parallelism is thus pos-
sible.

We may assume an ambient physical time in which stochastic update events occur,
i.e. particular subsets of the sets of nodes are updated at discrete moments of physical
time; every node is updated an unbounded number of times; and no node is updated
an infinite number of times within a bounded interval of physical time.

In our model of asynchronous networks, based solely on a function of its local
neighborhood and state information, a local automaton may choose to read or delay
reading the next letter in global input sequence. Reading of the global input sequence
is thus not synchronized but happens independently at each node.

See [56] or [21, Ch. 7] for more details and proofs of theorems stated here.
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we then say that the behavior q̂ : R+ → Q̂ of Â starting in state q̂0 for update
pattern determined by local random variables at each node (as above) and input
sequence x1, x2, . . . (xi ∈ X for i ∈ N) emulates the behavior q : N → Q of
Â starting in state q0 with the same input sequence under the projection π if
there exists a spatial-temporal covering λ : R+×V → N such that the following
diagram commutes for each v ∈ V :

R+ q̂v

−→ Q̂v (asynchronous)
λ(−, v) ↓ ↓ π

N
qv

−→ Qv (synchronous)

That is, π(q̂v
t ) = qv

λ(t,v), with qv
n = state in A of node v at time n ∈ N and q̂v

t =

state in Â of node v at time t ∈ R+.
Thus the behaviour of Â projects onto and completely determines the be-

haviour of A.

Theorem 1 (Emulation by Asynchronous Automata Networks [56]).
Let any synchronous automata network A over a locally finite digraph Γ = (V,E)
with local automata Av = (Qv, Xv, δv) (v ∈ V ) and external input alphabet X
be given.

We construct an asynchronous automata network Â (with the same input
alphabet X) such that every possible behavior of Â with input sequence {xn}n>0
emulates the (only possible) behavior of A with input sequence {xn}n>0, when
Â starts in an initial global state q̂0 depending only on the initial global state q0
of A.

Moreover, the following hold:

1. The underlying digraph for Â is the reflexive-symmetric closure of the di-
graph for A.

2. For each vertex v, the local automaton Âv at vertex v in Â is “not much more
complicated” than the local automaton Av at v in A. Indeed, Âv is a direct
product of Av, an identity-reset automaton, and a modulo three counter. In
fact, Av has state set state set Q̂v = Qv ×Qv × {0, 1, 2}.

3. The projection π : Q̂→ Q is given locally by πv(qv, bv, r) = qv for (qv, bv, r) ∈
Q̂v.

4. The starting state of Â is given by q̂v
0 = (qv

0 , q
v
0 , 0) for all v ∈ V .

5. Furthermore, the spatial-temporal covering of the emulation satisfies

|λ(t, v) − λ(t, v′)| ≤ �d(v, v
′) + 2
3

�.

Note that updates of local states in the constructed emulating automaton
are essentially arbitrary.

We call λ(t, v) the local time of the synchronous automaton A at vertex v

for time t in the emulating asynchronous automaton Â. Of course, λ depends in
general on the update pattern for the particular behavior of Â. Thus (5.) above
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says that the difference in local time at two nodes in the emulating asynchronous
automata network is bounded above by approximately one third of the distance
between them.

Brief Sketch of Proof and Construction: Let N(v) denote the set of neighbors of
node v, and let N̂(v) denote the neighbors of v in the reflexive-symmetric closure
of Γ , which gives the topology of the emulating asynchronous automaton Â. The
local update function in Â is defined as follows, where ϕv and ϕ̂v give the action
at vertex v in A and Â, respectively, as a function of their arguments, depending
only on local state in the neighborhood and global input letter:

δ̂v((qv, bv, rv), ϕ̂v(q̂, x)) =⎧⎪⎪⎨⎪⎪⎩
(qv, bv, rv) if rw = rv − 1 mod 3 for some w ∈ N̂(v)
(qv, bv, rv + 1 mod 3) if rw �= rv − 1 mod 3 for all w ∈ N̂(v)

and rv �= 0
(qv · ϕv(c, x), qv , 1) otherwise,

where c be an arbitrary state of A such that for each w ∈ N(v),

cw =
{
qw if rw = 0
bw if rw = 1.

Note each rw must lie in {0, 1} in determining cw of the third case, as necessarily
rv = 0 in third case and w ∈ N(v) ⊆ N̂(v) implies rw �= 2 mod 3.

Thus, in the emulating automata the neighboring nodes carry a copy of
“current state” and “old state” in case a neighbor needs to read either one. The
third component of state carries a modulo 3 value. The neighbors of any node v
can be shown inductively to receive the same number of increments modulo 3 as
node v, plus or minus one. Thus neighboring nodes differ by at most 1 modulo 3
in this component. In computing its local update, a node can check whether each
of its neighbors is in the past, future, or in sync with it. If any neighbor is in the
past, no update is performed (and the global input letter is not read). Otherwise,
we increment the modulo 3 counter and on every third counter increment, copy
current state to old, and update the current state according to the update rule
of A and the global input letter. In the latter case, every neighbor must be in
sync or in the future relative to the node in question, so the appropriate state
of the neighbor node in A can be determined from the current or past state
component of the corresponding neighbor in Â.

Using the fact that nodes differ by at most one in the number of increments
they receive in the third component and using local finiteness another lemma
shows freedom from deadlocks – a node can only be waiting for one that has
received one less such increment and only finitely many can have occurred, so
any chain of waiting ends when the automata at its end (with fewest increments
so far) receives an update. Induction then shows that behavior of the synchro-
nous automata network can be recovered uniquely from any behaviour of the
asynchronous one by a spatial-temporal section λ(t, v) equal to the ceiling of the
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one-third of two plus the number of counter increments at node v. (See [56] for
full details.) �

A special case of essentially this construction was found independently and
presented by K. Nakamura [51], the author [55,53], and T. Toffoli [87,88], with
full rigorous proof of its correctness given in [56]:

Corollary 1 (Asynchronous Emulation of Cellular Automata Networks
Theorem). If A is a synchronous cellular automaton then there is an emulating
asynchronous cellular automaton Â. �

Open Problem 7. Prove an analogue of the Asynchronous Emulation Theorem
for Automata Networks that may dynamically change their topology and number
of component automata. (Or, more weakly, prove such an analogue for cellular
automata networks.)

6.1 Temporal Waves, Asynchronous Game of Life and Universal
Computation

Temporal Waves. From what we saw in the last section, it follows that local
time in the asynchronous emulating network for nodes at distance d differs by
at most about a third of the distance between them. 10 Since the values of the
modulo 3 synchronization counter differs by at most 1 between neighbors in the
asynchronous emulating network, this spatial continuity of the modulo 3 counter
state entails that updates corresponding to simultaneous ones in the synchronous
network move as temporal waves across the space of the asynchronous network.

Asynchronous Game of Life. This phenomenon is illustrated here with an
asynchronous version of John Conway’s famous synchronous cellular automata
network, “The Game of Life”.

Let us apply the construction to Conway’s (synchronous) Game of Life. A lo-
cal automaton in synchronous Life has two possible states (quiescent (0) or alive
(1)) and the following transition function: if a cell is quiescent and has exactly 3
neighbors that are alive, its next state is alive. If a cell is alive, and it has either
2 or 3 live neighbors (not including itself) then it stays alive, otherwise it be-
comes quiescent. It is well-known that, in principle, universal computation can
be implemented in a infinite two-dimensional (synchronous) cellular automa-
ton running Conway’s rule (for an enjoyable yet highly readable and detailed
overview see chapter 1 of [81]).

Figure 3 (top panel) shows an initial configuration of some well-known struc-
tures in Conway’s Game of Life as an initial configuration for the corresponding
asynchronous cellular automaton: Three gliders which move across the space, a
stable 2 × 2 box, and a blinker (a row of 3 cells, that becomes a column of 3
cells, then a row of 3 cells, and so on).

The next panel shows the state of the world a few time steps later, the shading
indicates the synchronization state of the cell in the space, while the darker cells
10 Disconnected components are of course at infinite distance, and so the temporal

disparity between them can be arbitrarily large.
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Asynchronous Game of Life
Initial State:

Progress of Gliders in Asynchronous Life. Note that the upper left hand glider is not
recognizable as one due to small local temporal variation in its cells:

p

Further Progress of Gliders in Asynchronous Life. All their parts are nearly in the
same spatial-temporal section; all three gliders are now recognizable again:

Fig. 3. Temporal Waves and Progression of 3 Gliders, with Box, and Blinker in Asyn-

chronous Game of Life. Contiguous regions of the same shade are “temporal wavefronts”

that represent the same moment in a spatio-temporal section giving the global state of

the corresponding synchronous cellular automaton [55]. Shade is determined by value

of modulo 3 counter at a given node. Neighbor nodes differ by at most one time unit

with respect corresponding nodes in the synchronous model.
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Fig. 4. Asynchronous Version of Sayama’s Structurally Dissolvable Self-Reproducing

Loop. Space is liberated by “programmed cell death” and can be reused by descendents

of the original loop (6 snapshots of a single run; toroidal topology). Differences in shad-

ing (shown only in the first four panels) correspond to differences in the synchronization

component of local state (cf. discussion of temporal waves).
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of various shades are live cells in various stages of temporal synchronization.
Contiguous cells of the same shade are in sync and reflect the same instant of
time in the synchronous cellular automaton. The third panel down shows the
state of the system a little later.

Asynchronous Universal Computation. The possibility of implementation
of Conway’s Game of Life in an asynchronous cellular automaton as illustrated
here entails that universal computation is possible in a two-dimensional asyn-
chronous cellular automata running the modified rules (see [81] for a lively ex-
position).

Of course, a Turing machine can be regarded as a synchronous 1-dimensional
cellular automata where all state transitions are trivial except in the vicinity of
the read-write head. Thus applying Corollary 1 to a universal Turing machine
also yields the result.

6.2 Asynchronous Self-replicators

Applying the construction of the theorem to Langton’s self-reproducing loop, and
numerous self-reproducers including those of Byl, Reggia et al., Sayama and oth-
ers mentioned above, we implemented the first asynchronous self-reproduction in
cellular automata [55]. Figure 4 illustrates asynchronous replication of a struc-
turally dissolvable loop capable of programmed cell death.

7 Minimal Evolvable Systems

To better understand evolvability we considered some open-ended evolutionary
systems. Now we examine two (more or less) minimal evolvable systems to study
how evolvability, and in particular variability, can arise.

7.1 Minimal Example 1: Asynchronous Evoloop

This example is due to Sayama-Nehaniv [77,53] by combining their techniques.
Here a population of self-replicating loops in finite space is implemented (asyn-
chronous cellular automata; physics: changes according to deterministic rules
depending on local neighborhoods; asynchronous version of Sayama-Langton
evoloop [53]).

Sayama [76], extending Langton’s construction, introduced apoptosis. Apop-
tosis (“programmed cell death”), locally started, is triggered by local rules in
response to stagnant or unexpected configurations (tending to indicate non-
viability) generating a suicide signal, which propagates over to contiguous local
automata that are non-quiescent [76]. This results in resource freeing and makes
possible the turn over of generations required by evolution.

A further synchronous variant, evoloop, allows evolution in a cellular au-
tomata network to be realized [77]. By careful design of the update rules, an-
cestral self-reproducing loops are robust to some interactions (collisions) with
others in space. They might either recover from a collision with another loop,
undergo an apoptosis chain reaction, or survive in a changed form. The latter
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may or may not have the same circulating genome determining its construc-
tion. If a changed loop produces viable, reproductive offspring, then variation is
inherited, so variability has been introduced in evolution.

Applying the asynchronous emulation theorem yields the first implemented
example of an asynchronous cellular automata network with the capacity for
Darwinian evolution (minimal evolvability), including heredity, variability, dif-
ferential reproductive success, finite resources and turn-over of generations [53].

Over evolutionary time, loops of different sizes arise; smaller loops can repli-
cate more quickly and are less likely to collide than large ones; the population
generally evolves smaller and smaller loops until no further reduction in size is
possible. See Figure 5.

7.2 Sources of Variability: Interaction

Interactions during lifetime are the major selective force but also the source of
variation. There is only limited potential for variability (rotation of genetic core;
loop and genome size).

7.3 Minimal Example 2: Cultural Evolution in Alissandrakis’
Imitating Robotic Arms

Another instance of evolution occurs in human and non-human culture with the
transmission of patterns of behavior (or memes [19]). Imitation broadly con-
strued is the transmission mechanism for memes.11

7.4 Imitation, Social Learning, and Cultural Evolution

Learning behaviours from others, with cultural variations between populations
that are not explainable simply due to differences in local ecological context, has
been established not only for humans, but also in some other animal species,
including cetaceans [72] and in chimpanzees [105].

Cultural evolution is based on transmitted patterns of behavior, and is ex-
hibited by humans and some other animal species. Social learning, imitation,
and/or instruction allow an organism to learn from the experience of others,
which facilitates the accumulation of cultural practice and obviate much, often
dangerous, trial-and-error individual learning. Social learning can also be com-
bined with individual learning to exploit creative variability. In several realms
(behaviors, technology artifacts, language) cultural evolution can be open-ended.

11 There is a unsettled debate on whether a meme should be regarded as an unob-
servable (at least until now) pattern of information in the brain or as an observable
expressed pattern of behaviour. The former seems more “genotypic” (as an infor-
mational pattern, but it probably is incapable of ever being directly copied from
one individual to another) and the latter more “phenotypic” (as an effect of such a
pattern).

Moreover, it is unclear what constitute an individual meme in the population
dynamics of memetic evolution, or when two memes are “the same” (either at the
neuronal or behavioral level).
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Evolvability (First Asynchronous Cellular Automata Network Example)

. . .

. . . .

. . . .

. . . .

Fig. 5. Evolution in Asynchronous Cellular Automata: Asynchronous Version of Self-

Reproducing Evoloop. (12 snapshots (not all from the same run); toroidal topologies).

Heritable variability of characteristics of individuals (e.g. loop size) entails that this is

an evolutionary system. Evolution leads to small, fast-replicating loops that are less

likely to collide then larger ones. Temporal waves shading is shown in first six snapshots

[53].
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Fig. 6. An example robotic arm imitating agent. A two-joint robotic arm, with seg-

ments of length �1 and �2, moving from state S0 (arm completely outstretched along

the horizontal axis) to state S to state S′ to state S′′, as it sequentially performs ac-
tions A, A′, and A′′. Effects of these actions (marked trails) are shown as the arrows

that join the tips of the arm as it moves.

Cultural (memetic) evolution is possible in artificial societies and in the fu-
ture might find application e.g. in factories populated by autonomous robots of
various types who acquire and transmit skills and task knowledge through social
learning. These robots could acquire skills and competencies by observing others
(e.g. human demonstrators, or industrial robotic arms with different sizes, kinds
and numbers of joints) and pass them to newcomer robots of as yet unknown
type when they join the population.

A simple robotic population model illustrates this potentiality [3,4]: Simu-
lated robotic arms are used, with differing lengths of segments, differing numbers
of joints, but all with fixed base about which they can rotate (Figures 6 & 7).

The robot arms carry out behaviors in a two-dimensional workspace and
engage in social learning via imitation. The agent embodiment can be described
as the vector L = [�1, �2, �3 · · · , �n], where �i is the length of the ith joint. Each
robot builds “correspondence library” to imitate another, possibly dissimilar one
(using various metrics of similarity to reinforce success). A robot arm observes
another one (with possibly different embodiment) and attempts to match its
behaviour (according to some metric such as posture, end-effector position, or
angle changes at the joints). In turn, a third robot arm observes the imitator
and attempts to imitate it (again using its own possibly different embodiment,
using some metric), but does not observe the first robot, and so on. Behaviors
can thus be culturally transmitted through a chain of robots.

The example illustrated in Fig. 8 demonstrates such (horizontal) transmis-
sion of a behavioral pattern via social learning in a chain of imitating agents.
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Fig. 7. Solving a correspondence problem for matched behaviour between different

embodiments. A demonstrator behaviour consists of a model folding its 3 joints counter-

clockwise (left). Imitation attempts to match the position of the end point are shown

for a 2-joint imitator (center) and a 6-joint imitator (right).

Fig. 8. An example of social transmission. Trail left by end-effector tips during

behaviors by 3 robot arms are visualized. The original model model0 (L = [20, 20, 20])

is shown to the left. In the middle, a two-joint imitator0 (L = [30, 30]) acts also as a

model for imitator1 on the right (L = [20, 20, 20])). Due to the different embodiment

of the agent imitator0, the replication of the model pattern is similar, but not exact.

imitator1 has the same embodiment as the original model model0 and, although in-

directly transmitted, the resulting pattern is closer to that of the original model than

is the behavior of the intermediate agent imitator 0 used as a model by this second

imitator [3].

The original model with three joints is shown in (Fig. 8, left). It is imitated
by a two-joint robotic arm (Fig. 8, center), which in turn is imitated by an-
other imitator (Fig. 8, right) with the same embodiment as the original model,
but which only perceives the behavior of the two-joint agent. After transmis-
sion through the intermediary, the behavioral pattern that has been acquired
by the second imitator in (Fig. 8, right) is quite similar to the original despite



154 C.L. Nehaniv

differences in embodiment in the chain of transmission. This example illustrates
transmission of a behavioral pattern through a chain of robotic agents, despite
differences in embodiment of agents involved. This simple example serves as
proof of the concept that by using social learning and imitation, rudimentary
cultural transmission with variability is possible among robots, even heteroge-
neous ones.

Evolutionary emergence of shared behavior and rudimentary ‘proto-culture’
in populations of robotic arms is discussed in [4]. Figure 9 shows imitators,
with different embodiments arranged in a circle each learning by imitating its
neighbor, and the resulting emergence of shared behavior.

Synchronization (via resetting to a fixed initial posture) before each demon-
stration has been shown to generally result in much faster and more accurate
behavioral transmission [3].

7.5 Sources of Variability: Embodiment Differences

The behaviors of the arms are the selectable entity for a Darwinian evolutionary
process: Imitation is the replication mechanism for these behaviors. Resources
are finite since there are finitely many arms and each arm can only perform one
behavior at a time.

Variability arises from several sources: (1) Errors in observation and noise in
production of a behavior can introduce variability in a behaviour, which an ob-
serving robot might match, learn and pass on. (2) Embodiment differences may
constrain what an imitator can do. For instance, a complex folding up by a six-
segment arm could not be matched exactly angle-for-angle by a three-segment
arm. Conversely, the six-segment arm imitating a two-segment arm might vary
the position of various joints in many ways and still achieve a satisfactory im-
itative behavior; further down the chain of transmission an observer of this
six-segment robot arm might acquire some aspects of its behavior not present in
the original behavior of the two-segment robot.

The first source of variability is very closely analogous to mutation at the level
of copying errors and is not particularly novel. The second source of variability,
differences in embodiment, is unlike what we know from biological or evolutionary
computation examples.

Replication in the robot arm example is based on interaction (like in prions –
proteins that can inherit a conformation from interaction with a variant protein –
but with vastly more variability).12

8 Developmental Genetic Regulatory Networks (DGRNs)

A particular paradigm from nature realizes all of the above properties discussed
for differentiation, duplication and divergence: developmental genetic regulatory

12 This is in contrast to evolving population of self-reproducing loops in example 1.
There interaction provided the basis, not for replication, but for variability.
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Fig. 9. Emergence of proto-culture among eight heterogeneous agents. Arm robots

have alternating 2 and 4 joint embodiments (overall arm length remains constant).

Starting with no initial “seed” model, and imitating each other clock-wise using a

metric on actions, the figure shows an example of two stable repeated single-action

variant behaviours emerging in the population: the agents with two joints move both

joints anti-clockwise (by 10 degrees), while the agents with four joints freeze their first

and the third joint, moving only the second and third joint. The different effect patterns

shown result from the different states the agents are in when stable imitative behaviour

is established.

networks (DGRNs). The most complex systems known to humankind are dif-
ferentiated multicellular organisms. They may consist of e.g. on the order of
between 1013 and 1014 cells in the human body; in multicellular organisms ge-
netically identical cells differentiate, spending on the species, into between two
or tens, or hundreds, of cell types [9] with each cell each capable of taking astro-
nomically many states. The component cells themselves are each living entities
each in itself already more complex than anything ever constructed by a human
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being. The organism maintains coherence as an individual while growing from
a single cell into this huge number through asynchronous divisions, with a dy-
namically changing topology of interactivity between this changing number of
cells including long, medium and short range interactions regulating patterning,
global metabolism and the essential processes of life (see e.g. [106,6]).

In nature genetic regulatory networks with development/differentiation are
constantly engaged in interaction (within each cell, with the local environment of
the cell, or at organismal level with the external, ecological, and possibly social
environment). This kind of incessant activity in the control systems within each
cell and their coherent integrated activity has been called universal responsive-
ness by West-Eberhard and lies at the basis of phenotypic and developmental
plasticity [104]. Selection for robustness in development (due, for example, to
pressures for fitness to be heritable from parent to offspring) could have as a
non-selected by-product the following properties which enhance evolvability:

(1) phenotypic variation becomes tolerated and possible;
(2) particular phenotypic variations becomes heritable, since similar genes in a

similar environment yield similar development; later canalized, and
(3) developmental versatility leads to increased phenotypic variability (along the

“right” dimensions of variation) serving as fodder for the next “rounds” of
evolution.

Very little in Artificial Life has been achieved in the two modes of life involv-
ing self-reproducing autopoietic entities or symbiogenesis (see Appendix), but
they can be approached on the foundations of current work. Genetic regulatory
networks (GRNs) in cells are an essential component of how nature is able to
grow developing, living systems [18]. GRNs are universally responsive control
systems within biological cells. In multicellular organisms, GRNs are duplicated
and diverge in functionality as organisms grow, in response to local conditions,
the environment, and via signaling. They appear to provide essential properties
for evolvability [1], and the continual, universal responsiveness and plasticity of
living systems [104].

Operating continually in close connection with their environment through sig-
naling channels, while actively maintaining internal dynamics, artificial GRNs
easily allow for heritable digital genetic encoding, and provide a model analo-
gous to that of a single cell (although presently without its replication capa-
bilities). Unlike most other present-day computational models it is natural to
apply them in an continually active and responsive mode [67]. Moreover, they
exhibit very flexible evolvable, expressive dynamics similar to key biological reg-
ulatory phenomena useful in achieving a variety of control and computational
dynamics [7,67]. The evolvability properties of GRNs and DGRNs are being an-
alyzed mathematically as dynamical systems using techniques, e.g. of [62,61,60],
in efforts to develop a predictive theory of their evolution and application in
novel computation, as well as Artificial Life. The genetic regulatory network in
a developing organism is duplicated in each cell, which carries its own differ-
ing state (in cytoplasm, structural and epigenetic marking). Each cell has the
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same genetic network and responds to local conditions. Multicellular living or-
ganisms use DGRNs to control for growth and differentiation, as well as for
incessant active control while growing from a single zygote (or “seed”) to adult
by cell division. The desirable dynamical systems properties of GRNs might be
combined with development to allow flexible, responsive control, continually cou-
pled to the environment in organisms consisting of even astronomical numbers
of different cells. Massively parallel distributed, adaptive, robust, fault-tolerant,
self-repairing control and computation is a hallmark of DGRNs in living organ-
isms but very unlike what we find in conventional software engineering and von
Neumann computation, but the potential of DGRNs for novel computation and
the simulation and synthesis of life is only now beginning to be explored.

Reaction-diffusion, cellular signaling and positional information could be set
up using tools available and being developed in evolving multicellular systems
as a natural method for computational morphogenesis and novel, developmental
computation.

Development of NetBuilder, a test-bed for modeling the dynamics of mul-
ticellular genetic regulatory networks for biologists [78], is currently supported
by a grant of the Wellcome Trust to Maria Schilstra and the author. It turns
out that this platform can also be used to model artificial developmental ge-
netic regulatory networks. Schilstra and Nehaniv [79] discuss the computational
modelling of gene regulation in genetic regulatory networks, and current work
is exploring the use of such computational networks to reverse engineer genetic
regulatory control given gene expression data.

The evolutionary approach to understanding DGRNs is the most natural and
would help characterize and evaluate aspects of their evolvability properties and
developmental plasticity in different contexts.

Study of artificial versions of developmental genetic regulatory networks, com-
prising multicellular individuals, in evolving populations of such multicellular in-
dividuals is also a natural approach to addressing the essential questions of defin-
ing possible modes of life (see Appendix). Such evolving populations of DGRNs
embodied in different environments may be rich enough to study (1) heritability
of characters at higher levels, and (2) regulation of conflicts with the constituent
cellular level (guided by some predicative theory from [47]), (3) emergence of self-
maintenance at various levels, as well as (4) differentiation and modification of
regulatory dynamics, and genetic, development and phenotypic plasticity.

Coupled with replication capability, evolving these artificial DGRNs (in soft-
ware or in artificial proto-cells) could lead to systems showing more or all of
the properties of life in its various modes. It would also be interesting to study
(5) the induction of symbiogenesis in such systems, perhaps leading to artificial
organelles and the degeneration of properties of life if capacity for independent
maintenance of pattern integrity and replication is lost (mode 3). The genetic
network in each cell of a differentiated multicellular organism is duplicated and
divergence from its progenitors. Evolved differentiated multicellular organism
possess a dynamic topology of interacting, developing genetic regulatory net-
works within their cells. These DGRNs have the following properties that could
also be realized in implementations of artificial versions:
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– Multiple copies of the same regulatory mechanism in similar units, with
lineage structure

– Expressive and robust dynamical systems with parameters tunable by tran-
scription factor (TF) binding strengths, concentrations, co-factors,etc.

– Layering of combinatorial logic on activation/inhibition of transcription (“bi-
ologic”)

– Duplication-divergence via sensitivity of dynamics to epigenetic marking,
development, environment, timing, cell-type, external signals

There are some open questions for GRNs and DGRNs:
(1) What is the degree of smoothness of their evolutionary dynamics?
(2) What is the relative importance of variability operators yielding regulatory
changes vs. operators yielding gene product changes?
(3) What organizations of development yield what evolvability properties?
(4) What is the role of development and ecology in their evolvability (evo-devo-
eco) regulatory changes?
(5) As biological DGRNs are naturally asynchronous, with no global clock co-
ordinating their action, developmental and organismal time and timing must
rely on local mechanisms to achieve coordination. The dynamic topology and
asynchronous nature of DGRNs thus make them a promising test-bed for the
studying the evolutionary dynamics and emergence of asynchronous temporal
coordination.

9 Conclusion and Major Challenges

Evolution have been presented as a powerful and general class of stochastic al-
gorithms. Response to interactivity (phenotypic plasticity) with environment/
others may be fundamental to evolvability. Interaction can play a selective and/or
reproductive role in the capacity to evolve (as shown in two minimal examples
exhibiting evolvability). Interaction can modulate duplication-divergence: Ge-
netic regulatory networks, lifelong engagement, and differentiation/development
appear to have important evolvability properties and consequences that deserve
to be better studied. Interaction also plays a important role in the arising of mul-
ticellularity. Culture arises via social transmission of behavior, knowledge and
skills, and is possible for constructed agents (e.g. robots on shop floor). In dif-
ferent example minimal evolutionary systems, interaction and embodiment can
serve as a sources of variability. Developmental Genetic Regulatory Networks
(DGRNs) are proposed as a paradigm for novel computation and the study of
evolvability. Evolvability of autopoietic self-replicators, open-ended evolution,
and feasible universal construction are open problems. Asynchrony is present
in the most complex natural systems such as differentiated multicellular life,
but synchronous automata network models can be made asynchronous using a
uniform method by which emulation of behaviour of the synchronous system is
mathematically guaranteed.



Self-replication, Evolvability and Asynchronicity in Stochastic Worlds 159

Acknowledgments. Many thanks for their encouragement to Andreas Al-
brecht and the organizers of SAGA’05, and for discussions on particular areas to
Aris Alissandrakis (variability in social transmission; proto-culture in artifacts),
Attila Egri-Nagy (evolvability of genotype-phenotype relation in populations
of self-replicating programs), R. E. Michod (discussions of individuality, sex,
and fitness), John L. Rhodes (algebra and time), and Günter P. Wagner, Lee
Altenberg, the late Michael Conrad (evolvability), Hiroki Sayama and Barry
McMullin (self-replication and evolvability), Maria Schilstra, Wolfgang Marwan,
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Appendix A: Are There Degrees of Life? – Converting
Resources into Persistence and Progeny

The preceding considerations of evolutionary processes as stochastic algorithms
that may be realize in many substrates lead naturally to the question of when
the individuals in an evolutionary process should be called alive. We consider
in this appendix what heritability, self-maintenance, symbiosis and responsive
dynamics via genetic regulatory networks can tell us about possible modes of
life, in whatever medium it might find realization.

A.1 Re-thinking Life

The last two centuries have yielded profound scientific advances in our under-
standing of the particular nature of life on earth: the nature of the cell, the
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Darwinian theory of evolution, its synthesis with Mendelian genetics, and later
with biochemistry, the basis of hereditary in the substance of long chains of
nucleotides, the (nearly) universal genetic code, the details of protein biosynthe-
sis (see e.g. [73]), increased understanding of the dynamics of development in
animals [6] and plants [36], and of evolvability [1,100], as well as ever more de-
tailed understanding of genetic regulatory systems and how they operate in the
single-celled and differentiated multicellular organisms (e.g. [18]), among other
advances. Recent advances in the construction of ‘proto-cells’ with various prop-
erties of living systems bring us closer to new and very minimal instantiations
of life – of various kinds (artificially constructed or parred-down cells) [68,85].
We may possibly find other examples of life elsewhere in the solar system or uni-
verse, but also in media other than those of organic biochemistry. Researchers in
Artificial Life have sought to capture and reproduce an underlying an “logic of
life” in software running on electronic computers (e.g. [69]), or in other media.
These developments are leading us to reconsider the notion of living organism:
How are we to know whether we are looking at new kinds of life?

A.2 Some Subtle Properties of Life

Here we collect fundamental phenomena found in organic life on earth that have
tended not to receive emphasis. We formulate them with a view toward achieving
a more universal understanding what life is.

Replicators in Context. The heritable material in replicators does not fully
specify the constraints of the environment in which they are capable of repli-
cation. Indeed, there is no way for evolution directly to distinguish between
genetic, environmental, physical, geometric, energetic constraints, or incidental
or universal properties of an evolving population’s environment. Catalyzing the
ambient dynamics, no matter how, that promote their own replication is enough
for the most primitive replicators. Other capabilities come later in the evolution
of biological complexity [62].

Pattern Integrity. Life is an organizational pattern that “holds its shape”.
Although the particular material that makes up an organism in the course of its
life may be changing, the individual persists. Just as a wave on the ocean, a dy-
namical event occurring on a substrate of water molecules, and a slipknot, which
be passed down from a string to a rope to a necktie, depend on configuration
and not particular material for their existence, similarly life relies on persistence
of an organizational pattern that is structurally stable enough to perpetuate its
existence in a medium (pattern integrity). (cf. discussion in [22].)

Enough stability must be present in the structure of the dynamics for this to
occur for us to be able to speak about an individual of any kind.

In replication, during a transition when a parent is giving rise to its offspring
in the dynamics of the medium, the parent is active in the establishment of the
offspring’s pattern integrity, as is the new individual itself, in changing degrees
(self-production). Replicators whose dynamics favors conditions that happen to
tend to increase their reproductive success through promoting processes of home-
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ostasis and self-repair will increase under the action of evolution. Beyond basic
pattern integrity – which is necessarily present already with simple replicators, or
for that matter in any persistent individuals – life has also achieved more sophis-
ticated types of pattern integrity in the forms of self-maintenance, homeostasis,
self-repair and regeneration within an individual.

Robustness, Plasticity and Incessant Responsiveness. Despite pertur-
bation and variability at the level of inheritance (such as mutations and sex),
living organisms are often robust and can grow, develop, persist, and thrive
successfully (robustness to genetic variability [14]). Moreover, despite the lack
of any full ‘specification’ of organisms by their genetic material and despite
perturbations to the environment, they are often remarkably able to generate
appropriate and adaptive forms and responses to various, changing environmen-
tal situations (phenotypic and developmental plasticity) [104]. This relies on the
fact that organisms continually engage with their local environment, showing
incessant adaptive activity, internally and externally (universal responsiveness
[104]).

Evolvable Dynamical Systems. Evolvability (cf. [1]) is defined above as the
particular capacity of an evolving population to generate adaptive heritable geno-
typic and phenotypic variation. Evolvability depends on many details of the ge-
netic system and can be radically different in different instances of evolution. To
achieve self-maintenance, plasticity, and continual responsiveness a sufficiently
evolvable substrate is necessary. Sufficiently powerful dynamical systems bases
(such as the physics, chemistry and genetic system enjoyed by life on earth)
are necessary to support evolvability. Moreover, the evolvability of a system can
change (e.g. with the advent of a genetic code).

Achieving Heritability and Transitions in Individuality. Things fall apart
(in the physical and many artificial worlds). Quick reproduction based on digital
templates is one of the ways that life uses to help it to triumph over entropy.
With a discrete basis of heritability (such as provided by a limited alphabet of
nucleotides and codons), copies can be perfect. Engineering shows that rebuilding
is often more efficient than repair.

Simple replicators might have no regeneration and repair capabilities (and
these might be quite complex to specify in a heritable manner). Without these,
replication rather than repair is eventually the only option in the face of the
tendency of things to crumble. With increased degrees of self-repair and regen-
eration, persistence rather than immediate production of offspring becomes an
option. Too much persistence however would stop evolution, unless variability is
somehow continually generated.

The simplest replicators have offspring like themselves in a similar environ-
ment. Fitness of these is likely to be similar to that of the parents (until resources
are exhausted, or conditions change): When offspring are produced, they are
likely to be successful in the environment of their parent if they are similar to
it – that is, if their capabilities of promoting their own persistence and reproduc-
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tive success in that environment are similar to those of their parents. Heritability
of fitness is achieved simply for accurate replicators in a stable environment: if
the new one is to be viable, a copy of the original is likely to be a good choice.

Ensuring faithfulness of copies is one way to ensure heritability of fitness.
Digital genetic systems help achieve this.

New higher-level, e.g. multicellular, replicators whose components are them-
selves alive need to solve the problems of heritability of fitness anew, together
with those of sex, and self-repair. At higher levels, for life to exist, a transition
to individuality must reinvent replication, resulting in heritability of fitness at
that level; also reinvented are self-maintenance for the higher-level individual,
and sex (receiving or exchanging of heritable material from others) [47]. It is also
faced with new problems: suppression of freedom at lower levels and harnessing
lower level units into cooperatives that contribute to the fitness of the higher
level individual requires a balance of the tendency of replicators at lower levels
to pursue their own individual reproductive success at the expense of that of
the higher level individual [11,47]. In differentiated multicellularity, constituent
cells may pursue their own replication at the higher-level’s expense (cancer); in
social insects some members of non-reproductive labor castes may ‘defect’ and
become reproductive, at the expense of the colony’s integrity.

Higher-level individuals develop from a single (or a small number of) con-
stituents and harness division of labor and the differentiation of their con-
stituents (e.g. cells in a body; insect castes). Epigenetic inheritance (via state and
marking) in the population of constituents comprising them makes this possible.

A.3 Degrees and Modes of Being Alive

Biologists asked to define life have not agreed on a universally accepted definition,
but instead tend to produce lists of properties. One candidate definition [59],
applicable to life-as-it-could-be as well as life-as-we-know-it, is:
A living organism is an individual entity that

1. transforms resources into persistence (pattern integrity) and progeny (i.e. to
achieve reproduction),

2. results from reproduction (or is able to reproduce),
3. results from an evolutionary process in a population (involving heritable

variation, differential reproductive success, finite resources),
4. produces itself in the context of its environment (self-production, growth and

possibly development),
5. engages in self-maintenance,
6. uses signaling and interaction (internally and externally), and
7. modifies and is modified by its environment (embodiment and plasticity).

The more of these properties from such lists a system exhibits, the more jus-
tified we feel in saying that it is alive. For example, viruses or ‘digital organisms’
(such as Tierrans [69]) exhibit some but not all the properties of life (see also
below). This suggests that there may be different degrees to which it makes sense
to call something alive, i.e. different degrees of life depending on the degree to
which each of requirements in the biologist’s list are satisfied [59].
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Modes of Life with Different Degrees of Aliveness. In light of the ad-
vances in Biology and Artificial Life mentioned above, it will be argued here that
the evolution of life from a single ancestor or ancestral population may involve
different modes which account for some of the differences in the degree of alive-
ness. Organic evolution on earth (and in some cases in artificial systems at the
first two levels) has apparently produce different modes of life (which comprise
a evolutionary continuum). These modes show marked qualitative differences in
dimensions present among the requirements for life, but are related to each other
by evolutionary contingencies:

– Mode 0: Replicators (no or very limited variation in heritability).
Prions, crystal growth, and cellular automata replicators show many prop-
erties of life. They engage in no self-maintenance. Evolution does not occur
(with some recent exceptions in cellular automata). At the level of the indi-
vidual, they do not show genetic, developmental, or phenotypic plasticity.

– Mode 1: Replicators in Evolving Populations. Viruses, Tierrans (and to
a lesser degree transposons) exist in populations showing heritability, vari-
ability, and differential reproductive success – the requirements for evolution.
This leads some researchers to assert that they are examples of minimal living
systems. They exhibit no homeostatic control, or capabilities of regeneration
and self-repair.

– Mode 2: Self-Maintaining Organisms (showing various degrees of
autonomous responsive dynamics and plasticity). These extend mode
1 capacities and include all the uncontroversial cases of living organisms. [See
list of living organism dimensional properties above. This class might have
identifiable occurring submodes, e.g. some self-maintenance and regenera-
tive capability but little or no phenotypic plasticity. Some examples may
be naturally occurring, but others might soon be produced by constructive
methods en route to more sophisticated artificial life forms, e.g. proto-cells.]

– Mode 3: Degenerated Life (arising, e.g., due to Symbiogenesis or
Multicellularity). These are evolving replicators whose ancestors were of
another mode but which are in the process of losing (or have lost) most
of their individuality. Examples associated with evolutionary transitions: in
the RNA world (or other early life scenarios), early replicators→ membrane-
bound genes/‘chromosomes’; in the evolution of eukaryotes, free-living
prokaryotic ancestors of organelles→ mitochondria, chloroplasts. Mitochon-
dria and chloroplasts are organelles whose ancestors where free-living en-
dosymbionts of ancestors of eukaryotic cells but which are not longer capable
of replication without the machinery of the cells and some of the heritable
information in the cell’s nuclear DNA [42,74].

Transitions Between Modes of Life. The advent of new higher-level repli-
cators such as multicellular entities (possibly with differentiation of constituents
into a cooperative division of labor) leads us to ask the question again. Are
these replicators (rather than their constituent members) alive? To what degree
do they show the properties required of living systems such as being members
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of an evolving population? self-maintenance, heritability of fitness, and sophis-
ticated responsive dynamics?

If multicellular plants, animals and fungi, or colonies of social insects are
self-replicating higher level individuals satisfying the properties of life, how are
the properties of life (in the list above) achieved by the higher level entity?
Are we dealing with mere replicators, evolution, or evolution of self-maintaining
dynamic entities?

With symbiogenesis and increasing dependency on partners, loss of individ-
uality may result (e.g. in the evolution of cellular organelles having endosymbi-
otic origin, mitochondria and chloroplasts). For most definitions of life, evolution
must act on individuals in a population, if individuality is lost, then evolution
at the former level of individuality – and hence life at that level – becomes less
distinct (mode 3), and eventually it may not be appropriate to speak of life.

The extreme modes are less alive than the middle ones. Transitions between
the above modes of life (in the direction of the list) are however natural and
may be favored by natural selection (as with the evolution of mitochondria).
Even though the last mode involves degeneration of life properties at one level,
it is only known to occur in the transitional genesis of higher-level units of
selection. Note that it also need not occur (even with new, albeit loose units
of selection); e.g. the cells in differentiated multicellular organisms or symbiotic
partners in lichens that can also live independently are both mode 2. In the
opposite direction, examples which may or may not have arisen as renegade
replicators that were originally components of a larger unit of life include viruses
and transposons (transitions to mode 1 from higher modes).
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Abstract. Modular exponentiation is to compute xE mod N for posi-
tive integers x, E, and N . It is an essential operation for various public-
key cryptographic algorithms such as RSA, ElGamal and DSA, and it
is crucial to develop fast modular exponentiation methods for efficient
implementation of the above algorithms. To accelerate modular expo-
nentiation, one can either speed up each multiplication or reduce the
number of required multiplications. We focus on the latter.

In this paper, we propose a general model to describe the behav-
ior of modular exponentiation in terms of a graph. First, we show that
the problem of finding the minimum number of multiplications for a
modular exponentiation is equivalent to finding a shortest path in its
corresponding graph. The previously known exponentiation algorithms
including the binary method, the M -ary method and the sliding window
method can be represented as a specific instance of our model. Next,
we present a general method to reduce the number of required multi-
plications by modifying the pre-computation table which is used for the
sliding window method. According to our experimental results, the new
method significantly reduces the number of multiplications, especially in
the cases that the exponent E has a high Hamming weight.
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1 Introduction

Modular exponentiation is to compute xE mod N for positive integers x, E,
and N . It is an essential operation for various public-key cryptographic algo-
rithms such as RSA [1], ElGamal [2], and DSA [3]. To guarantee the security of
these applications, very large exponents E should be used. Therefore, it is cru-
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cations, the study on the efficiency of modular exponentiation can be divided
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into two categories: to speed up multiplication itself, and to reduce the number
of required multiplications. In this paper, we focus on the latter.

There has been an extensive research to reduce the number of required mul-
tiplications for modular exponentiation, e.g., the binary method [4], the M -ary
method [4], the addition chain method [5,6], the sliding window method [7], and
so forth. It is known that the sliding window method shows the best performance
from the practical viewpoint.

In this paper, we propose a general framework to describe the behavior of
modular exponentiation and to find an optimized computation sequence. Our
work is based on the idea that an exponentiation can be represented by a graph.
Specifically, our contributions are as follows:

• We present a new interpretation of modular exponentiation, where each bit
in the binary representation of an exponent E is modeled as a vertex in a
graph and each multiplication as an edge. Then we show that the problem of
finding the minimum number of multiplications for an instance of modular
exponentiation is equivalent to finding a shortest path in its graph represen-
tation. Actually, the previously known algorithms such as the binary method,
the M -ary method, and the sliding window method can be translated into
specific paths over the graph constructed as described above.

• We present a general method to reduce the number of required multipli-
cations. Our technique is to properly expand the pre-computation table in
such a direction that the overall number of multiplications is reduced. Our
experimental results show that the new method reduces the number of re-
quired multiplications by 5.38, 8.87 and 15.18, when it is applied to the
exponentiation with random exponents E ≈ 2512, E ≈ 21024 and E ≈ 22048,
respectively. Moreover, the improvements are remarkable, i.e., up to about
33, 54 and 95, respectively, when the new method is applied to the special
exponents with high Hamming weights.

The rest of this paper is organized as follows. Section 2 gives previous works to
reduce the number of required multiplications. In Section 3, we present a general
framework to describe the behavior of modular exponentiation using a graph. In
Section 4, we suggest two techniques to expand a pre-computation table which
we call a block-table, so that the number of multiplications is reduced. Section 5
shows the performance of our method in various practical settings.

2 Related Works

Reducing the number of required multiplications means finding a shorter se-
quence of multiplications in xE mod N . In this section, we review existing al-
gorithms to find such an efficient sequence of multiplications.

2.1 Binary Method

This fundamental method considers the exponent E as a binary number EB ,
and then repeats squarings and multiplications according to the individual bits
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Algorithm 1 Binary method
1. A ← x.
2. for i from n − 2 to 0 do
3. A ← A2.
4. if (ei = 1) then A ← A · x.
5. od
6. output A.

Algorithm 2 M -ary method (M = 2d)

1. Compute and store x2, x3, . . . , x2d−1.
2. A ← xfl−1 .
3. for i from l − 2 to 0 do
4. A ← A2d

.
5. if (fi �= 0) then A ← A · xfi .
6. od
7. output A.

in EB . Algorithm 1 is the binary method, where the exponent is represented as
EB = (en−1, . . . , e0) and n = �lg(E + 1)�. We can easily see that the number of
required multiplications (and squarings) in the binary method is k(n−1), where
1 ≤ k ≤ 2.

2.2 M-Ary Method

The M -ary method is a generalization of the binary method. Instead of using
radix 2, the M -ary method uses radix M to represent the exponent E, i.e.,
E =

∑l−1
i=0 fiM

i, where l = �logM (E + 1)� and 0 ≤ fi ≤ M − 1. Generally,
M = 2d is used for some positive integer d, i.e., the binary representation EB

is partitioned into the blocks of length d. (See Algorithm 2.) Although there
is an overhead to construct a pre-computation table for x2, x3, . . . , x2d−1, the
number of overall multiplications is reduced because several multiplications for
each block is changed into only one multiplication by one of the table elements.
Note that the performance of this method depends on the proper choice of the
block size d.

2.3 Sliding Window Method

The sliding window method of window size d is a modification of the 2d-ary
method. There are two kinds of sliding window method, i.e., the CLNW (Con-
stant Length Non-zero Window) method and the VLNW (Variable Length Non-
zero Window) method. In the CLNW method, we require that every non-zero
block should end with a ‘1’ and the length of every non-zero block is fixed as d.
By this modification, we can reduce the size of pre-computation table to a half,
since only odd powers of x is to be stored. Also, we can expect the number of
multiplications should be reduced slightly, since we can partition the exponent
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so that variable-length zero blocks may exist between adjacent non-zero blocks.
On the other hand, the VLNW method requires that both of the starting and
ending bits in a non-zero block should be ‘1’, and the length of each non-zero
block should be less than or equal to d. We remark that for the VLNW method,
another parameter q should be chosen properly. While we will not go into its de-
tails, it is known that the optimal parameters of VLNW method are 4 ≤ d ≤ 8,
1 ≤ q ≤ 3 for 128 ≤ n ≤ 2048.

3 General Graph Model for Modular Exponentiation

In this section, we present a new model to describe the behavior of modular
exponentiation, which is called the general graph model. This model reduces the
problem of modular exponentiation into the shortest path problem in a graph,
and it can be effectively used to find a short sequence of multiplications. The
reason why we use the term ‘general’ is that the existing algorithms including
the binary method, the M -ary method and the sliding window method can be
represented by our model.

The general graph model employs a block-table of size 2d/2 which is equal
to that of the sliding window method with a window size d. For xE mod N , we
define a directed graph G = (V,EG) as follows. First, the node set V of G is
defined as :

V = {vi for 0 ≤ i ≤ n− 1 : vi corresponds to ei in EB} ∪ {source, sink},

where EB is the binary representation of exponent E, and n = �lg(E+1)�. Hence
the graph has n nodes between the source node and the sink node. Fig. 1 shows
the nodes of a graph corresponding to EB = 11010110111011111110111110100
1112, where the left-most node indicates the source node, and the right-most
node indicates the sink node. Note that the node next to the source node is
vn−1 which corresponds to en−1, and the node next to the sink node is v0 which
corresponds to e0.

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

Fig. 1. Nodes of a graph in the general graph model

On the other hand, the edge set EG of G is defined as

EG = {(vi, vj) : 0 ≤ i− j ≤ d and vi, vj ∈ V },

where an edge from vi to vj corresponds to the computation of x(en−1,en−2,...ei,...,ej)

modN using the value x(en−1,en−2,...,ei) mod N . We also define the weight of the
edge (vi, vj), which is denoted by w(vi, vj), as the number of required multipli-
cations (including squarings) for this computation.
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Now we show how to decide the weight value of an edge. Recall that

x(en−1,en−2,...ei,...,ej) ≡ (x(en−1,en−2,...,ei))2
i−j × x(ei−1,...,ej)(mod N). (1)

Then we have the following three cases.

1. If ej = 1, then x(ei−1,...,ej) mod N is in the pre-computed block-table. Thus
we can get x(en−1,en−2,...ei,...,ej) mod N from x(en−1,en−2,...,ei) mod N by (i−
j) squarings and one multiplication. Therefore w(vi, vj) = i− j + 1.

2. If (ei−1, . . . , ej) = (0, . . . , 0), we need only squarings. Thus w(vi, vj) = i− j.
3. If ej = 0 but not all of the bits ei−1, . . . , ej are zeros, then the situation

is similar to the first case. The only difference is that the multiplication
does not occur after squarings, but it occurs between squarings. Therefore
w(vi, vj) = i− j + 1.

Fig. 2 shows a graph corresponding toEB=110101101110111111101111101001112
and d = 5, omitting the weight values.

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

Fig. 2. General graph model

- binary method: weight of the path = 54

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

12 2 2 2 2 2 2 1 2 2 2 22 2 2 2 2 2 2 2 2 1 2 2 21 1 1 1 10 0

- M -ary method(d = 5): weight of the path = 36

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

6 6 6 6 6 60 0

- CLNW method(d = 5): weight of the path = 37

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

6 6 6 6 6 610 0

- VLNW method(d = 5, q = 1): weight of the path = 35

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S
11 41 6 1 6 1 23 4 3 20 0

- shortest path(d = 5): weight of the path = 34

0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 10 1 1 1 1 0 1 0 0 1 111 1S S

6 6 6 6 4 60 0

Fig. 3. Paths corresponding to various algorithms
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There are many paths from the source to the sink in G, and each path
represents a distinct sequence of multiplications. The number of required mul-
tiplications for a specific path is (the cost to construct the block-table of size
2d−1) + (the sum of weights in the path). Therefore, G can be viewed as a gen-
eral model to describe computing sequences for modular exponentiation based
on the block partitioning, such as the binary method, the M -ary method, or the
sliding window method. Fig. 3 shows the paths corresponding to the existing
algorithms for EB = 110101101110111111101111101001112 and d = 5.

Because we can represent a specific exponentiation algorithm as a path from
the source to the sink in our general graph model, it is straightforward to see
that we can use one of the well-known shortest path algorithms [8] to find the
minimum weight path in G, which corresponds to the optimal computation se-
quence under the given parameters. The last row of Fig. 3 shows the result of
this task.

4 Methods for Constructing the Block-Table

In this section, we describe a general way to reduce the number of required
multiplications. Note that since a block-table, i.e., a pre-computation table, de-
termines the weight value of each edge in our model, it is very important to
construct a block-table properly. Our basic block-table is the same as that of the
sliding window method. In this section, we propose two methods to modify this
initial table and get an optimized one.

4.1 Conditions for Block Expansion

Before we show the specific methods, we give a general criterion for the opti-
mization of a block-table. First, note that the total number of required multi-
plications, denoted by T (EB, d), can be written as follows:

T (EB, d) = Pre(d) + Sq(EB , d) +Mul(EB, d),

where Pre(d) is the number of required multiplications for block-table construc-
tion, and Sq(EB, d) and Mul(EB, d) are the numbers of squarings and multipli-
cations along the shortest path, respectively. Thus Sq(EB, d) + Mul(EB, d) is
the sum of weights along the shortest path.

Initially, the block-table is the same as that of the sliding window method,
and Pre(d) = 2d−1. But if we can insert a new element into the initial block-
table, then Pre(d) will be increased since additional multiplications are needed
to compute the new block. On the other hand, the newly inserted table element
will also modify the initial graph. Since it is possible to newly link some node
pairs by only one multiplication (excluding squarings), some new edges are in-
serted into the graph. This means that we have more paths than those of the
initial graph. Thus we can possibility reduce Sq(EB, d) and/or Mul(EB, d) by
finding the new shortest path of the modified graph. If we define ∆Pre(d) as
the number of additional multiplications to compute the new table element, and
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Fig. 4. Prefix block expansion

∆Sq(EB , d) and ∆Mul(EB, d) as the reduced numbers of squarings and block
multiplications, respectively, then the necessary condition for us to expand our
block table is obviously

∆Pre(d) < ∆Sq(EB, d) +∆Mul(EB, d). (2)

In other words, if the condition (2) is satisfied, then we decide to insert the
corresponding new element into the block-table. Note that the table expansion
can be done iteratively until we cannot find an adequate element to be inserted.

4.2 Prefix Block Expansion

Our first heuristic to expand the block-table is prefix block expansion, where we
define the prefix block of EB as the first partitioned block of EB in the initial
graph.

We expand the prefix blocks as follows. When a computed block is odd, we
compare the weights of the initially computed shortest path and the new shortest
path determined by adding an edge associated with the expanded block. If the
criterion (2) is satisfied, then we continue this expansion for the next odd block;
Otherwise, we backtrack to the location where the last odd block was attached,
and we stop the expansion of prefix blocks.

Figure 4 shows an example of prefix expansion in case for EB = 110101101110
111111101111101001112 and d = 3. In case of expanding 11001011112, we back-
track to the location of 11001012 and stop since the reduced weight of shortest
path is less than ∆Pre(d), i.e., 4 in this case. The edges corresponding to the
expanded prefix blocks should be added to the graph.

4.3 Addition-Chain Block Expansion

We now describe another heuristic to expand the block-table. We consider a pair
of blocks in the current block-table. Then, the new block, which is the sum of two
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0 1 11 0 110

6

... ...

Fig. 5. Addition-chain block expansion

blocks, is called an addition-chain block. Note that, addition of two blocks in an
exponent represents one multiplication in computing modular exponentiation.
Thus, we have ∆Pre(d) = 1 for each addition-chain block. Note that in our
graph model, using the parameter d is one of the limitations to get the optimal
sequence of multiplications. The addition-chain block expansion method is an
effort to overcome such a limitation since the length of an addition-chain block
may be larger than d.

Our expansion method is as follows. First, we find candidate elements by
adding every pair of blocks in the current block-table. If the newly computed
element is odd and the criterion (2) is satisfied, we update the block-table by
inserting this candidate. We show an example of addition-chain block expansion
in Fig. 5 when 11002 + 1112 = 100112.

4.4 Combination of Two Expansions

We describe how to combine two expansion methods. While there can be various
combinations of the two methods, we consider only two representative combi-
nation forms as shown in Fig. 6. One is to execute two expansion procedures
sequentially as in the left-hand side of Fig. 6. We denote this kind of combi-
nation as ExD. This combination can minimize expansions of useless blocks by
prefix block expansions when we perform addition-chain expansion procedures.

The other combination is to execute the addition-chain block expansion pro-
cedure whenever each prefix block is expanded as in the right-hand side of Fig. 6.
We denote this kind of combination as ExM. This combination can maximize
the number of possible candidate blocks for addition-chain block expansion by

addition chain block expansion

prefix block expansion

block lengthblock length

expansion
sequence

expansion
sequence

Fig. 6. Two combinations of two expansion processes
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newly generated prefix blocks. We try both of the two approaches and show the
experimental results in the next section.

5 Experimental Results

In our experiments, we consider two sets of exponents EB whose lengths n are
512, 1024, and 2048. The first set is composed of 10,000 random exponents EB

generated via the binomial distribution B(n, 1/2). The second set is composed
of 9 subsets with 100 elements each, where the subsets are classified by the ratio
of non-zero bits in EB .

We compare the performance of our methods with those of the CLNW
method and the VLNW method, which are known as the best practical expo-
nentiation methods. We considered various parameters d = {1–7} and q = {1–3}
for the CLNW and the VLNW methods, and we compared the best results with
ours in all of the cases.

Table 1 shows the required numbers of multiplications for the four different
methods with 10,000 random exponents generated by the binomial distribution
B(n, 1/2). By this table, we can see that the new method reduces the number
of multiplications by 5.38 (0.88%), 8.87 (0.73%) and 15.18 (0.64%), when it is
applied to the exponentiation with random exponents E ≈ 2512, E ≈ 21024 and
E ≈ 22048, respectively.
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Fig. 7. Experimental results for effects for Hamming weights in exponents
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Table 1. Comparison our methods with sliding window techniques

method
sliding window methods general graph model difference of

minCLNW VLNW min ExD ExM min

n = 512 614.07 611.81 611.26 606.46 606.87 605.88 -5.38 (-0.88%)

n = 1024 1203.40 1203.70 1201.97 1193.92 1194.32 1193.10 -8.87(-0.73%)

n = 2048 2369.35 2375.39 2369.26 2355.97 2355.96 2354.09 -15.18(-0.64%)

Figure 7 shows the experimental results for exponents with various Hamming
weights. In the figure, the horizontal axis represents the ratio of non-zero bits
in EB, and the vertical axis represents the average number of required multi-
plications for each method. We can see that if Hamming weight of EB is low,
our expansion techniques do not contribute so much since many of the blocks in
EB will be short. However, our methods reduce the number of multiplications
remarkably in the case of high Hamming weights, because our prefix expansion
method and addition-chain method can be effectively used to partition EB into
larger blocks. That is, the new method reduces the number of required mul-
tiplications up to about 33(5.22%), 54(4.44%) and 95(4.01%) for EB ≈ 2512,
EB ≈ 21024 and EB ≈ 22048, respectively.
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Abstract. In this paper, a Stochastic Dynamic Facility Location Prob-
lem (SDFLP) is formulated. In the first part, an exact solution method
based on stochastic dynamic programming is given. It is only usable for
small instances. In the second part a Monte Carlo based method for solv-
ing larger instances is applied, which is derived from the Sample Average
Approximation (SAA) method.

1 Introduction

The Uncapacitated Facility Location Problem (UFLP) has been enhanced into
many directions. In [9] and [2] you can find numerous approaches that consider
either dynamic or stochastic aspects of location problems. An exact solution
method to an UFLP with stochastic demands is discussed in [6]. The problem
considered there could be interpreted as a two stage stochastic programm. In
[8] you can find dynamic (multi period) aspects as well as the multi commodity
aspect. The approach in [10] could be seen as the integration of stochastics into
the UFLP. In the work in hand a model will be presented, where the UFLP
gets enriched by inventory and randomness in the demand. The UFLP and its
generalizations are part of the class of NP-hard problems, where no exact efficient
solution methods are known. First of all, the aim of this work is the preparation of
tools to develop and investigate heuristics for this problem type. For this reason,
an exact method for small instances was developed. This makes possible both,
to carve out the range of exact solvability and to compare exact and heuristic
solutions. A more detailed description of the problem is now following.

2 Stochastic Dynamic Warehouse Location Problem

Our aim is to find the optimal decisions for production, inventory and transporta-
tion, to serve the customers during a certain number of periods, t ∈ {1, ..., T}.
Assume that the company runs a number for the production sites i ∈ I =
{1, 2, ..., n} that have limited storage capacities, ∆(t)

i . These production sites
need not be used in all periods. When a production site i is operated at time
t, this is denoted by the binary variable δ(t)i = 1 . In this case the fixed costs
o
(t)
i arise. If a location is active, then the exact production quantity u(t)

i must be

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 180–189, 2005.
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fixed. For each period, the production decision is the first stage of the decision
process. It has to be done before the demand of the customers is known. Only
the current level of inventory y(t−1)

i as well as the demand forecasts are known
in advance.

Demand occurs at various customer locations j ∈ J = {1, 2, ...,m}. At any
given period t the demand dt

j at customer j will occur with probability pt
j ,

whereas customer j will not require any delivery with probability 1− pt
j . Hence,

demand can be described by a dichotomous random variable1 D(τ)
j (τ ≥ t). We

also assume that the random variables D(t)
j are stochastically independent.

P(D(t)
j = d

(t)
j ) = p

(t)
j P(D(t)

j = 0) = 1− p(t)
j

In the second stage, when the demand is known, we must decide upon the
transportation of appropriate quantities xij (t) from the production sites i to
the customers j. We assume that the time needed for transportation can be
neglected (i.e. the transportation lead time is less than one period). Stockouts
(shortages) f (t)

j are permitted and are penalized by shortage costs p(t)
j per unit

time and per unit of the product. We assume that backordering is not possible
and that these potential sales are lost.

The periods are linked by the inventories y(t)
j at the production sites and

the usual inventory balance equations (1) apply. Here η(t)
i denotes the surplus

in period t at site i.

y
(t)
i + η

(t)
i = y

(t−1)
i + u

(t)
i −

∑
j∈J

x
(t)
ij (1)

In this paper we assume free disposal, therefore the variable η(t)
i can be

eliminated by turning the equality (1) into the inequality (2).

y
(t)
i ≤ y

(t−1)
i + u

(t)
i −

∑
j∈J

x
(t)
ij (2)

After the completion of the production and transportation decisions and after
updating the inventories, the next period can be considered. We note here, that
for all periods we have to pay attention to the capacity restrictions (3).

0 ≤ ut
i + y

(t−1)
i ≤ ∆

(t)
i (3)

In order to have a convenient notation, we introduce the concept of scenarios.
A scenario Dt ⊂ J is a subset of customers where the demand gets realized.
Since the demands of the different customers are independent, the corresponding
probability of a scenario to occur is given in formula (4).

P(Dt) =
∏

j∈Dt

p
(t)
j

∏
j �∈Dt

(
1− p(t)

j

)
(4)

1 The embedding of stochastics is similar to the embedding of stochastics into the
TSP, see [4].
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(a) Scenarios (|I | = 2, |J | = 3) (b) Transition

Fig. 1. Sequencing of Decisions

Solving the SDFLP means finding a strategy that minimizes the expected
costs. Because of the sequencing of the decisions and the uncertain demand,
the solutions could be understood as scenario dependent strategies, where the
decisions are dependent on the forecasts and the level of inventory at hand.
Figures 1(a) and 1(b) illustrate the dependency of operative planning2 and the
scenarios (realization of demand).

The left hand side of Figure 1(a) shows the production decisions u(t)
i and

all of the possible subsequent scenarios (8 in number). One of the scenarios is
magnified in the upper part of Figure 1(b). In each scenario the decisions for
transportation, inventory and shortage are necessary.

In order to complete the model formulation, we summarize the decision vari-
ables and the corresponding costs in Table 1.

Table 1. Variables and Costs

variable cost description

δ
(t)
i ∈ {0, 1} o

(t)
i operating decision and fixed costs

x
(t)
ij ∈ Z+ c

(t)
ij transportation decision and unit transportation cost

y
(t)
i ∈ Z+ s

(t)
i inventory level and unit holding cost

u
(t)
i ∈ Z+ m

(t)
i production decision and variable production cost

f
(t)
j ∈ Z+ p

(t)
j shortage (lost sales) and unit shortage cost

The decisions δ(t)i and u(t)
i are linked by formula (5)

δ
(t)
i =

{
1 if u(t)

i > 0
0 if u

(t)
i = 0

(5)

2 To keep the figure as simple as possible shortages and disposal are not integrated.
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while shortages are defined as

f
(t)
j = D(t)

j −
∑
i∈I

x
(t)
ij .

The total cost F is the sum over all periods of fixed operating costs, variable
production costs,

F = E

(
T∑

t=1

∑
i∈I

[
o
(t)
i δ

(t)
i +m

(t)
i u

(t)
i + s

(t)
i y

(t)
i

]

+
T∑

t=1

∑
i∈I

∑
j∈J

c
(t)
ij x

(t)
ij +

T∑
t=1

∑
j∈J

p
(t)
j f

(t)
j

⎞⎠
Since all relevant information about the past is contained in the inventory

levels, this model is well suited to be solved by dynamic programming. This will
be outlined in the next section.

3 Exact Solution Method

3.1 Stochastic Dynamic Programming

The principle of dynamic programming is the recursive estimation of the value
function. This value function, henceforward denoted by F, contains the aggregate
value of the optimal costs in all remaining periods. It can be derived recursively.
It is convenient to first describe the method in general and to apply it to the
problem afterwards. Let z ∈ Rm

+ be the vector of state variables and u ∈ Rn
+

be the vector of decisions. The set of feasible decisions in state z and period t is
denoted by Ut(z). The random influence in period t is represented by the random
vector r(t) for which the corresponding distribution is known. It is important to
note that the random variables {r(t)} have to be stochastically independent. The
state transformation is described by

zt+1 = A(zt, ut, rt)

and depends on the current state zt, the random influence rt at time t, and the
chosen decision ut. The single period costs in period t and state z when decision
u is taken and random variable r is realized is denoted by gt(z, u, r).

The value function Ft(z) gives the minimal expected remaining costs when
starting in state z in period t. We now present a variant of the stochastic Bellman
equation (compare Schneeweiß[11] S.151 (10.25) or Bertsekas [1] S.16).
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FT (z) = min
u∈UT (z)

{
E
[
gT (z, u, r(T ))

]}
Ft(z) = min

u∈Ut(z)

{
E
[
gt(z, u, r(t)) + Ft+1(At(z, u, r(t)))

]}
t = T − 1, . . . , 1

(6)

Recursively solving the equation (6) we get an optimal strategy that balances
the cost for implementing the decision u and the expected resulting remaining
costs.

Applying Stochastic Dynamic Programming (SDP) to the SDFLP is almost
straight forward. For solving the problem we have to iteratively calculate the
functions Ft. We will show later that for the SDFLP it is sufficient to consider
integer controls.

3.2 Application to the SDFLP

In order to apply the DP equation (6) to the SDFLP, we first introduce the
notation G

(
D, ystart

i , yend
i , t

)
for the sum of inventory holding costs, shortage

costs, and transportation costs in scenario D in period t when starting with
initial inventory levels ystart

i and where the final inventories are required to be
yend

i . To every given inventory level ystart
i and scenario D, the best possible

transportation plan has to be calculated. This can be done by solving a linear
program:

G
(
D, ystart

i , yend
i , t

)
=
∑
i∈I

s
(t)
i yend

i +

min
xij ,fj

∑
j∈J

p
(t)
j fj+

∑
i∈I

∑
j∈J

c
(t)
ij xij

(7)

s.t.
∑

i∈I xij + fj = d
(t)
j ∀j ∈ D∑

j∈J xij + yend
i ≤ ystart

i ∀i ∈ I
fj, xij ≥ 0.

Now the value function FT of the final period T can be computed. In G,
the starting inventory is now given by ystart

i = u
(T )
i + y

(T−1)
i while the terminal

inventory must be zero, yend
i = 0:

FT (y(T−1)
i ) = min

u
(T )
i ≥0

0≤uT
i +y

(T −1)
i ≤∆

(T )
i

{∑
i∈I

δ
(T )
i o

(T )
i +

∑
i∈I

u
(T )
i m

(T )
i +

+
∑

DT ⊂J

P(DT )G
(
DT , u

(T )
i + y

(T−1)
i , 0, T

)} (8)

Going back in time, we have to turn to the general case in period t < T .
Now we have to take into account the remaining costs in periods t + 1, ..., T
when making the decision in period t. The starting inventory is now given by
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ystart
i = u

(t)
i + y

(t−1)
i while the inventory at the end of period t is yend

i = y
(t)
i .

When determining G(Dt, u
(t)
i + y

(t−1)
i , y

(t)
i , t) again a linear program has to be

solved. The recursion for the value function becomes:

Ft(y
(t−1)
i ) = min

u
(t)
i ≥0

0≤u
(t)
i +y

(t−1)
i ≤∆

(t)
i

{∑
i∈I

δ
(t)
i o

(t)
i + u

(t)
i m

(t)
i +

+
∑

Dt⊂J

P(Dt) min
0≤y

(t)
i ≤∆

(t+1)
i

{
Gt

(
Dt, u

(t)
i + y

(t−1)
i , y

(t)
i , t

)
+ Ft+1(y

(t)
i )
}} (9)

In the SDFLP the data and the controls are assumed to be integer. In the
problem (7) we therefore have to solve an integer linear program. It turns out
to be a min cost flow problem and therefore it is totally unimodular, such that
using the Simplex method for solving the relaxed linear program results in integer
solutions for the transportation quantities xij and the shortages fj.

The computational effort of this exact algorithm is increasing exponentially
with the capacity at the locations and the number of customers. The additional
effort that emerges from adding additional periods to the problem is linear.

This DP formulation is only applicable for small problem instances and for
larger problem instances heuristic approaches are necessary. This is considered
in the next section.

4 Heuristic Approach

A heuristic designed to solve stochastic combinatorial optimization problems is
the Sample Average Approximation Method (SAA); see Kleywegt et al. [5]. Our
model deals with a multi stage problem and that is the reason why this method
is not directly applicable. In what follows we first present the classical SAA for
solving static stochastic combinatorial optimization problems. Afterwards, we
will explain how this method can be modified in order to be applicable to our
problem.

Consider the following stochastic combinatorial optimization problem (10) in
which W is a random vector with known distribution P , and S is the finite set
of feasible solutions.

v� = min
x∈S

g(x), g(x) := EPG(x,W ) (10)

The main idea of the SAA method is to replace the expected value EPG(x,W )
=
∫
G(x,w)P (dw) (which is usually very time consuming) by the average of a

sample. The following substitute problem (11) is an estimator of the original
problem (10).

min
x∈S

ĝN (x), ĝN(x) :=
1
N

N∑
j=1

G(x,W j) (11)
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The SAA method works in three steps

1. Generate a set of independent identically distributed samples: {W 1
i , . . . ,

WN
i }M

i=1 of the random variable W.
2. Solve the corresponding optimization problems, i.e. optimize:

v̂i = min
x∈S

ĝi(x), ĝi(x) =
1
N

N∑
j=1

G(x,W j
i ).

3. Estimate the solution quality. This is done by first computing mean and
variance of the sample:

v̂ =
1
M

M∑
i=1

v̂i, σ̂2 =
1

M(M − 1)

M∑
i=1

(v̂i − v̂)2.

Then a solution x̃ is chosen (e.g. we can take the solution with the smallest
v̂i) and its objective value is estimated more accurately by generating a
larger sample {W 1, . . . ,WN ′} (N ′ >> N)

ṽ =
1
N ′

N ′∑
j=1

G(x̃,W j), σ̃2 =
1

N ′(N ′ − 1)

N ′∑
j=1

(G(x̃,W j)− ṽ)2.

Calculate the value gap and σ2
gap:

gap = ṽ − v̂, σ2
gap = σ̃2 + σ̂2

Since E(v̂) ≤ v� ≤ E(ṽ) the values ṽ and v̂ can be interpreted as bounds
on v�: let x� ∈ S denote an optimal solutions of (10) then the first inequality
E(v̂) ≤ v� comes from taking the expected value on the following inequality:

v̂i ≤ ĝi(x�)

which results in
E(v̂i) ≤ E(ĝi(x�)) = v�.

After completing Step 3, we have to inspect the values of gap and σ2
gap. If

these values are too large, one must repeat the procedure with increased values
of N , M and N ′. In [10] this method is applied for a Supply-Chain Management
problem that includes location decisions.

Because of the multi-period structure of the SDFLP, the above SAA proce-
dure has to be adapted. In particular, one must pay special attention to the way
how the sampling is done. The sampling is done independently in every stage
and every state of the SDP sipmly by modifying formulas (8) and (9), where for
every period and inventory level we only sum over a small randomly chosen sets
of scenarios. To be more specific, the expected value in formula (9) passes over
into (12) where {Di} denotes the sample chosen in stage t and state y(t)

i .

1
N

N∑
i=1

min
0≤y

(t)
i ≤∆

(t+1)
i

{
Gt

(
Di, u

(t)
i + y

(t−1)
i , y

(t)
i , t

)
+ Ft+1(y

(t)
i )
}}

(12)
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5 Results

The implementation was done in C++ and an additional library from the GNU
Linear Programming Kit (GLPK) [7] was used. For small examples where the
product

∏
i∈I ∆

(t)
i is small enough (say ≤ 50) it is possible to find the exact

solution using the dynamic programming approach described in Section 3. In
Figure 2, we can see the cost distributions for the exact and the heuristc approach
in a small example (3 periods, 3 customers, 2 facilities and capacity = 3). Here
one can see that the shapes are quite different. The instance considered has very

Fig. 2. Comparison of Different Solutions

Fig. 3. Distributions of the Optimal Solution to Instances with Different Levels of

Probability (p
(t)
j = p ∈ {0, 0.01, 0.02, . . . , 1})
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Fig. 5. Expected costs to different levels of inventory y (1 : [0, 0]; 2 : [0, 1]; ...; 4 : [0, 3];
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uncertain demand (every customer has probability 50%). Hence the two peaks
in the optimal solution are not very surprising. It is interesting to observe that
the heuristic solution does not show these twin peaks.

This second peak diminishes if the probability is close to 0 or 1. An exper-
iment was made where the probability for the demand varied from 0 to 1 for
all customers, i.e.: (p(t)

j = p ∈ {0, 0.01, 0.02, . . . , 1}). The result is depicted in
Figure 3 where grey areas represent positive probabilities that these cost values
occur. Every vertical line (p fixed) corresponds to a distribution function. For
instance, at p = 0.1 five peaks occur. When the probability p increases, the
number of peaks in the distribution function decreases.

The key decision to make the heuristic work well is to choose the right sample
sizeN and the right number of samplesM . In Figure 4 the statistical lower bound
v̂ (calculated in step 3) is depicted for different values of N and M . Choosing
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a sample size N that is large enough seems to be more important than a large
number of samples. In Figure 4(b) the region N > 70 of Figure 4) is magnified
to see the effect of a choosing the number of samples more clearly. One also can
see that the statistical gap stays positive if at least 11 samples of size 71 are
chosen. It is also interesting to note that for small values of N and sufficient
large M the corresponding bounds are quite good, although the corresponding
individual solutions are quite bad. This situation is depicted in Figure 5.

6 Conclusion and Further Research

In this paper a stochastic dynamic facility location problem was proposed and
exact and heuristic solution methods were presented. The examples that can be
solved to optimality are quite small and therefore of minor practical interest.
But the comparison of the SAA results and the exact solution method shows
the applicability of the proposed method for larger instances of the SDFLP. To
get more insight into this method, it will be necessary to make a transfer of the
theoretical results known for the SAA method (see [5] for statistical bounds).
For comparison purposes it would be interesting to adopt metaheuristic concepts:
e.g. by using the variable-sample approach (for references see [3]). In our further
research we also want to consider other exact solution techniques considering
the SDFLP as a multistage stochastic program.
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Abstract. We present a survey of the communication point of view for
a complexity lower bounds proof technique for classical (deterministic,
nondeterministic and randomized) and quantum models of branching
programs.

Keywords: Branching programs, communication computations, quan-
tum computations.

1 Classical Branching Programs and Communication
Complexity

We present a survey of the communication point of view for a complexity lower
bounds proof technique for classical (deterministic, nondeterministic and ran-
domized) and quantum models of branching programs. We do not try to present a
complete survey on communication complexity methods for branching programs
— this is a hard task. Our goal is to give some intuition how communication
complexity technique works for the area of branching programs.

A good source of information on classical branching programs is Wegener’s
book [34], and for an introduction to quantum computation see Nielsen and
Chuang [22]. In the paper we try to make citation to original papers on branch-
ing programs. Some of these facts are displayed in [34]. Randomized branching
programs intensively investigated since 1996 when first result on “exponential
separation complexity” for deterministic and randomized read-once branching
programs was proved in [3]. Many authors developed lower bound technique for
randomized branching programs complexity. We would like to mentions here re-
sults due to Martin Sauerhoff whose last decade research results on randomized
branching programs draw light to this area. Recently different models of quantum
branching programs defined [6,21]. Investigation of quantum branching program
is a new perspective area in the theory of branching programs.
� Supported by the Russia Fund for Basic Research under the grant 03-01-00769.
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Branching programs. Recall definition of branching programs (BP)[34].
A deterministic branching program (BP) P is a finite directed acyclic graph

which accepts some subset of {0, 1}n. Each node (except for the sink nodes)
is labeled with an integer 1 ≤ i ≤ n and has two outgoing arrows labeled 0
and 1. This pair of edges corresponds to querying the i’th bit xi of the input,
and making a transition along one outgoing edge or the other depending on the
value of xi. There is a single source node corresponding to the start state, and
a subset Accept of the sink nodes corresponding to accepting states. An input
σ is accepted if and only if it induces a chain of transitions leading from source
to a node in Accept, and the set of such inputs is the language accepted by the
program.

The branching program P computes function g in the obvious way: for each
σ ∈ {0, 1}n we let g(σ) = 1 iff there is a directed path starting in the source s
and leading to the accepting node accept such that all labels xi = σi along this
path are consistent with σ = σ1σ2 . . . σn.

A nondeterministic BP (for short NBP) is branching program with ”guessing
nodes” (see for example [11]) that is nodes with two outgoing edges being unla-
beled. Unlabeled edges allow all inputs to produce. A nondeterministic branching
program P computes a function g, in the obvious way; that is, g(σ) = 1 iff there
exists (at least one) computation on σ starting in the source node s and leading
to the accepting node accept.

A randomized BP [3,34] (for short RBP) is a one which has in addition to
its standard inputs specially designated inputs called ”random inputs”. When
values of these ”random inputs” are chosen from the uniform distribution, the
output of the branching program is a random variable.

Say that RBP (a, b)-computes a boolean function f if it outputs 1 with prob-
ability at most a for input σ such that f(σ) = 0 and outputs 1 with probability
at least b for inputs σ such that f(σ) = 1.

As usual for a branching program P (deterministic or random), we define
size(P ) (complexity of the branching program P ) as the number of internal
nodes in P . Define, following [11], the size(P ) of the nondeterministic branching
program P as the number of internal nodes in P minus the number of guessing
nodes.

In theory BP-s are useful for investigation the amount of space necessary to
compute various functions. That is (see the book [34]),

LOGSPACE/poly = BP (poly) (1)

where LOGSPACE/poly is the nonuniform analogy of LOGSPACE and
BP (poly) is the class of all functions having polynomial DBP size. Another
known result due to Barrington (see [8] for more information) is that constant
width (width 5) DBP-s are as powerful as O(log n) depth circuits with constant
fan-in gates.

One-way Communication Computations. A communication protocol for a func-
tion f : {0, 1}n1×{0, 1}n2 → {0, 1}m, is a distributive algorithm of computation
among two parties, conventionally referred to as Alice and Bob, in order for Bob
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to acquire the value of f(υ, ω), where, initially, Alice is given υ ∈ {0, 1}n1 and
Bob is given ω ∈ {0, 1}n2. The cost of a communication protocol is defined as
the minimal amount of communication (number of bits) necessary to Alice and
Bob to compute the value of f(υ, ω) for a worst-case input (υ, ω). The commu-
nication complexity of a function f , is defined as the cost of the best protocol
for f . This model of communication computation was introduced by Yao [35].
Since 1979 different models of communication computations were introduced
(see books [19,14]).

Randomized communication protocols are that produce results probabilisti-
cally [19,14]. Let p = 1

2 + ε for 0 ≤ ε ≤ 1/2. Say that the probabilistic protocol
φ p-computes a function h if for every input σ = (u,w) it holds that h(σ) = b
iff the probability of outputting the bit b in the computation Tφ(u,w) is no less
than p.

In the paper we consider only one-way communication computations. For
this model only player A can send messages to B. Player B on obtaining a
message and his part of input produces a result. Let a set U ⊆ {0, 1}n be
such that U = L × R. The randomized communication complexity C(φ) of the
probabilistic protocol φ on the inputs from U is �log |M(φ)|�, where M(φ) is the
set of messages used by φ during computations on inputs from U . For p ∈ [1/2, 1]
the randomized communication complexity PCU

p,π(h) of a boolean function h is

min{C(φ) : protocol φ p-computes h for the partition π of inputs from U}.

1.1 OBDD Models and One-Way Communication

Developments in the field of digital design and verification have led to the re-
stricted forms of branching programs. The most common model used for verifying
circuits is a polynomial size ordered read-once branching program also called an
ordered binary decision diagram (for short OBDD), (see [10,33,20]). The impor-
tance of OBDD for practice based on the following fact: Boolean manipulations
with OBDD (equivalence checking, ...) can be performed deterministically in
polynomial time.

Read-once branching program is a BP in which for each path each variable is
tested no more than once. A τ -ordered read-once branching program is a read-
once branching program which respects an ordering τ of the variables, i.e. if an
edge leads from an xi-node to an xj -node, the condition τ(i) < τ(j) has to be
fulfilled. An OBDD, is a τ -ordered read-once branching program which respects
some ordering τ of variables.

It has turned out that many important for practice functions cannot be
computed by polynomial size OBDD-s and read-once branching programs (see
[10], [31], and [24]). One of such important functions is multiplication function
MULT which is exponentially hard for deterministic and randomized OBDDs
[9,5]. Communication complexity approach is the main method for proving lower
bounds for OBDD like models.

Definition 1. We call branching program a π-weak-ordered branching program
if its respects a partition π of variables {x1, x2, . . . , xn} into two parts X1 and
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X2 such that if an edge leads from an xi-node to an xj-node, where xi ∈ Xt and
xj ∈ Xm, then the condition t ≤ m has to be fulfilled.

We call branching program P an weak-ordered if it is π-weak-ordered for some
partition π of the set of variables of P into two sets.

Using the property 1 below many exponential lower bounds for function
presentation by OBDDs were proved. The analog of the property 1 is correct for
deterministic and nondeterministic cases.

Property 1. Let ε ∈ [0, 1/2], p = 1/2 + ε. Let randomized π-weak-ordered
branching program P (1 − p, p)-computes function h : {0, 1}n → {0, 1}. Let
U ⊆ {0, 1}n be such that U = L×R, where L and R are defined in according to
partition π of inputs. Then

size(P ) ≥ 2PCU
p,π(h)−1.

Proof. The key idea (which now folklore) is to view on program P as a specific
communication protocol Φ, which p-computes function h for the partition π of
inputs.

Let σ ∈ U be a valuation of x, σ = (u,w), u ∈ L, w ∈ R. Players A and B
receive respectively u and w in according to partition π of inputs. Let v1, . . . , vd

be all internal nodes of P that are reachable during paths of computation on the
part u of input σ with non zero probabilities p1(u), . . . , pd(u).

During the computation on the input u, player A sends node vi with prob-
ability pi(u) to player B. Player B on obtaining message vi from A starts its
computation (simulation of the branching program P ) from the node vi on the
part w of the input σ.

From the definition of the protocol Φ results the statement of Property.

As an example of exponential hard (for OBDDs) function we consider the
following Boolean function first considered in [29]. Let n be an integer and let
p[n] be the smallest prime greater or equal to n. Then, for every integer s, let
ωn(s) be defined as follows. Let j be the unique integer satisfying j = s mod p[n]
and 1 ≤ j ≤ p[n]. Then, ωn(s) = j, if 1 ≤ j ≤ n, and ωn(s) = 1 otherwise. For
every n, the boolean function gn : {0, 1}n → {0, 1} is defined as gn(σ) = σj ,
where j = ωn(

∑n
i=1 iσi).

It was proved [29] that gn needs size at least 2n−3
√

n for computation by
deterministic read-once branching program.

Theorem 1 ([2]).
Let ε ∈ [0, 1/2], p = 1/2+ε. Then for arbitrary δ > 0 for every n large enough it
holds that any randomized ordered read-once branching program that (1 − p, p)-
computes function gn has the size no less than

1/4

(
2n−�3√n�

n

)1−(1+δ)H(p)

.
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1.2 Regular (1, +k)-BP and One-Way Communication with
Information Overlap

In this section we consider branching programs with the restriction only on
the number of variables testing and without limitation on the ordering (weak-
ordering) of variables reading. In this case the possibility of applying communi-
cation methods for proving lower bounds is not evident as for OBDD model: we
have no possibility for natural partition of the set of variables among two play-
ers as in the case of OBDD (see for example [25] for more arguments). Simon
and Szegedy developed [31] another (different from the communication method)
lower bound technique for proving lower bounds for read-once branching pro-
grams. Their method is the generalization of technique used by different authors
for the read-once BP model.

Below we present communication lower bound proof method that works for
more general than read-once BP model.

Let v be a node of BP P . We denote X(v) a set of all variables from X that
are tested on paths of P from the source to v.

Definition 2. A branching program P is called regular if
(i) for each node v of P on each path from the source to v the same set

X(v) ⊆ X of variables is tested and
(ii) on each path from the source to a sink all variables X are tested.

Remark. Notice, that similar BPs model was investigated by Oklonishnikova
[23], she used word “uniform” for defining such model. We think that it would be
more convenient to use word “regular” than the word “uniform” which already
has its own meaning for denoting computational models.

Clearly we have that OBDDs are regular branching programs. Notice that
an arbitrary branching program P can be transformed into a regular read-
once branching program P ′ by inserting dummy tests such that size(P ′) ≤
2n size(P ) [23].

Definition 3. Call P a regular (1,+k)-branching program (for short (1,+k)-
ReBP) iff (i) P is regular and (ii) along every consistent path at most k variables
are tested more than once.

Notice that the procedure of inserting dummy tests for ordinary (1,+k)-BP
P (in order to get regular BP P ′ from P ) can violates the (1,+k) property.

Decomposition of (1, +k)-ReBP. Consider X-input (1,+k)-ReBP P . Call
an edge (v, v′) of P an xi-edge if it is labeled by xi = 0 or xi = 1. By a path
path of P we mean a consistent path. That is, path is a sequence of nodes
path = (v0, . . . , vl), where v0 is a source of P , vl is one of a sinks of P and an
assignment γ &→ X of constants γ = γ1, . . . , γn to variables in X is such that
each xj-edge (vi, vi+1) of path is labeled by xj = γj .

We will also use notion computation in the paper. By a computation pathγ

of P we mean path path together with its label γ &→ X .
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Let S ⊂ X . Define an S-border set B(S) of nodes of P as follows:

B(S) = {v : X(v) = S and for all offspring nodes v′ of v S ⊂ X(v′) properly }.
Denote P (S) a subprogram (subgraph) of P which is determined by all paths

path with the property: path path contains a node from B(S). Note that for
nondeterministic P its P (S) subprogram can be deterministic.

The following property is evident.

Property 2. Each path path of P (S) contains exactly one node from B(S).

We will view on P (S) as a BP consisting of two parts P 1 and P 2 where P 1

consists of the part of P (S) “before” B(S), including S-border B(S) and P 2 —
is a remind part of P (S).

Let Z ⊂ S. Let PZ(S) be a subprogram (subgraph) of P (S) which determined
by all paths path with the property: for any computation of P (S) only variables
from Z are tested in the second part P 2 of P (S). From the property that P is
(1,+k)-ReBP program it follows that |Z| ≤ k.

Let ρ be a map ρ : Z → {0, 1}. Denote P |ρ(S) a subgraph of PZ(S) which
determined by all paths path with the property: for path all its zi-edges, zi ∈ Z,
are marked zi = σi in according to the map ρ.

Definition 4. We call a family R = {S : S ⊂ X} of subsets of X a P -family
if it is true that each computation pathγ of P belongs to some subprogram P (S)
of P for S ∈ R and removing arbitrary set S from R violates this property.

The following lemma is motivated by the exposition in [11].

Lemma 1 (decomposing lemma). Let P be a nondeterministic (1,+k)-ReBP.
Let R be a P -family. Then P can be represented in the form

P =
⋃

S∈R

⋃
ρ:Z→{0,1},

|Z|≤k

P |ρ(S).

Proof. Each S ∈ R determines a subprogram P (S) of P and each computation
pathγ belongs to some subprogram P (S) of P for S ∈ R. So, P =

⋃
S∈R P (S).

Each computation pathγ of P (S) determines a set Z ⊂ X , |Z| ≤ k, of all vari-
ables tested along pathγ both in the first part P 1 and the second part P 2 of
P (S). So, P (S) =

⋃
Z⊂X,
|Z|≤k

PZ(S). All (suitable) settings ρ : Z → {0, 1} deter-

mines nonempty subprograms P |ρ(S) of PZ(S).

We call the presentation of (1,+k)-ReBP P from Lemma 1 an R-decompo-
sition of P or just decomposition of P .

Lower Bounds for (1, +k)-ReBP. Let MP = P |ρ(S). Let B(S) be an S-
border set of P |ρ(S). Using the property that size(P ) ≥ |B(S)| we reduce a
problem of proving lower bound for size(P ) for proving a lower bound for |B(S)|.
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Denote ψ a boolean function computable by subprogram P |ρ(S) of P . Note
that for deterministic program P that computes function f for all inputs γ of
P |ρ(S) it holds that f |ρ(γ) = ψ(γ) but for nondeterministic P this can be not
true (for an input γ for which f |ρ(γ) = 1 the subprogram P |ρ(S) can contain
only rejecting paths of P ).

Denote S1 = S\Z, S2 = X\(S1 ∪ Z). Subprogram P |ρ(S) of P is a weak
ordered.

Denote NCS1:S2(ψ) (DCS1:S2(ψ)) a nondeterministic (deterministic) one-
way communication complexity of computing ψ for the case when player A gets
only bits in S1 and B — only bits in S2.

Denote CMS1:S2(ψ) a communication matrix. That is, CMS1:S2(ψ) is an
|S1| × |S2| boolean matrix, (σ, σ′) entry of CMS1:S2(ψ) is ψ(σ, σ′). Denote
nrow(CMS1 :S2(ψ)) to be a number of different rows of CMS1:S2(ψ).

Lemma 2. Let P be an X-input (1,+k)-ReBP. Let P |ρ(S) be an arbitrary sub-
program of decomposition of P and ψ be a function computable by P |ρ(S). If P
is nondeterministic then

|B(S)| ≥ 2NCS1:S2(ψ).

If P is deterministic then

|B(S)| ≥ nrow(CMS1 :S2(ψ)).

Proof. Describe the following communication protocol Φ, which computes func-
tion ψ. Let γ ∈ Σ be a valuation of X . Denote γ = (σ1;σ;σ2), where σ1 &→ S1,
σ &→ Z, σ2 &→ S2 assignments of γ to S1, S2, and Z respectively.

Players A and B receive respectively σ1 and σ2. Setting σ &→ Z is known
both to A and B. This model of computation is known as a communication
computation with overlap information [19]. Let v1, . . . , vd be all internal nodes
of P |ρ(S) that are reachable during paths of computation on the part σ1 of γ.

During the computation on the input σ1 playerA nondeterministically selects
and sends node vi to player B. Player B on obtaining message vi from A starts
its computation (simulation of P |ρ(S)) from the node vi on the part σ2 of the
input γ.

The statements of the lemma result from the definition of the protocol Φ and
known fact that DCS1:S2(ψ) = � lognrow(CMS1 :S2(ψ))� [35].

The boolean function fn,k is defined in [30]. Informally it defined as follows.
The n variablesX are divided into k blocks of length m. For every j = 1, 2, . . . , k
a weighted sum of the bits of block j determines an index ij ∈ {1, 2 . . . , n} of
input bits. Then, the value of the function is the parity of bits determined by ij
for j = 1, 2, . . . , k. See [30] for the formal definition.

Theorem 2. Let for k ≥ 1 the function fn,k is computed by a deterministic
(1,+(k − 1))-ReBP P . Then

size(P ) ≥ 2(n/k−k log(n/k)−3
√

n−k)/2

Proof. The proof uses decomposing lemma and communication technique.
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Note that using arguments of the paper [12] we can construct (1,+k)-ReBP
for presentation fn,k of size O(nk). Together with the theorem 2 this proves
proper hierarchy of the computational power of (1,+k)-ReBP-s in respect of pa-
rameter k. In particular this proves that (1,+k)-ReBP-s are more powerful than
read-once BP-s. Note that Savicky and Zak in [30] proved the proper hierarchy
for ordinary (1,+k)-BP-s with respect to k.

2 Quantum Communication Computations and OBDDs

Quantum communication protocol is a generalization of randomized communi-
cation protocols (see for example [16]). In a quantum protocol both players have
a private set of qubits. Some of the qubits are initialized to the input before the
start of the protocol, the other qubits are in state |0〉. Alice performs some uni-
tary transformation on her qubits and then sends some of the qubits (channel
qubits) to Bob. Bob performs some unitary transformation on channel qubits
and his part of qubits. Then some qubits are measured and the result is taken
as the output.

In a (bounded error) quantum protocol the correct answer must be given
with a probability 1 − δ for some δ ∈ (0, 1/2). The (bounded error) quantum
complexity of a function is denoted Qδ(f).

For a Boolean function f : {0, 1}n1 × {0, 1}n2 → {0, 1} its communication
matrix is an 2n × 2n matrix with CMf [x, y] = f(x, y).

For V ⊆ {0, 1}n1 andW ⊆ {0, 1}n2 denote CMV,W the |V |×|W | submatrix of
CMf formed by rows V and columnsW of CMf . DenoteMf a set of submatrices
of CMf with pairwise different rows. For matrix CMV,W ∈ Mf call set W a
control set.

Theorem 3. For every function f : {0, 1}n1 × {0, 1}n2 → {0, 1}, every δ ∈
(0, 1/2), and every CMV,W ∈Mf ,

Qδ(f) ≥ log |V | − |W |H(δ).

where H(δ) = −δ log δ − (1 − δ) log(1− δ).
Proof. The proof uses entropy approach and omitted. Such approach used in sev-
eral papers for classical randomized and quantum communication computations
[1,17,16].

Klauck’s lower bound (Theorem 4) is a corollary of Theorem 3. Recall that
for a Boolean function f : {0, 1}n1 × {0, 1}n2 → {0, 1}, a set W ⊆ {0, 1}n2 is
shattered, if for all R ⊆ W there is an υ such that f(υ, ω) = 1 ⇔ ω ∈ R for all
ω ∈W . The VC-dimension VC(f) of f is the maximal size of a shattered set.

Theorem 4 ([16]). For every Boolean function f : {0, 1}n1×{0, 1}n2 → {0, 1},
every δ ∈ (0, 1/2),

Qδ(f) = VC(f)(1−H(δ)).

Proof. In according to definition of VC(f) there exists matrix MV,W ∈ Mf ,
where W is shattered set with |W | = VC(f) and |V | = 2|W |.
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2.1 Quantum OBDD

We use quantum OBDD model defined in [6]. A QOBDD P of width d for
Boolean function f on n variables that tests its n variables in order π = (π(1) . . .
π(n)) is a triple

P = 〈T, |ψ0〉, F 〉
where T is a sequence (of the length n) of d-dimensional unitary transformations
of d-dimensional Hilbert space Hd:

T = (〈π(i), Ui(0), Ui(1)〉)n
i=1,

|ψ0〉 is the unitary (in respect to the �2 norm) vector of Hd (initial state of P ).
F ⊆ {1, . . . , d} is the set of accepting states.

Computation on P for an input σ = σ1 . . . σn ∈ {0, 1}n is defined as follows:

1. A computation of P starts from the state |ψ0〉. On the i-th step, 1 ≤ i ≤ n,
of computation P transforms state |ψ〉 to a state |ψ′〉 = Ui(σπ(i))|ψ〉.

2. After the n-th (last) step of quantum transformation P measures its resulting
state |ψ(σ)〉. Measurement is presented by a diagonal zero-one projection
matrix M where Mii = 1 if i ∈ F and Mii = 0 if i �∈ F . The probability
paccept(σ) of P accepting input σ is defined by

paccept(σ) = ||M |ψ(σ)〉||2.

Acceptance criteria and complexity. Let δ ∈ (0, 1/2). We say that an QOBDD P
computes f with bounded error (with δ-error) if for all σ ∈ f−1(1) the probability
of P accepting σ is at least 1 − δ and for all σ ∈ f−1(0) the probability of P
accepting σ is at most δ. We call such QOBDD δ-error QOBDD and denote
it Pδ.

We denote width(P ) a dimension d of Hilbert space Hd of program P . For a
Boolean function f we define its quantum width Qwidthδ(f) to be the width of
the best quantum OBDD that computes f with δ-error.

Property 3. Let δ ∈ (0, 1/2). Let QOBDD P computes f with δ-error. Let
π = (L,R) be a partition of inputs of f between Alice and Bob with L and R
defined according to an ordering τ of inputs of P . That is, P can read variables
from R only after reading variables from L and cannot read variables from L
after starting reading variables from R. Then

width(P ) ≥ 2Qπ
δ (f),

here (and below in the paper) Qπ
δ is communication complexity of function f in

respect to partition π of inputs.

The proof of Property 3 uses the same approach as the proof of Lemma 1.

In [32] for indirect storage access function ISAn on n+logn variables proved
that any QOBDD δ-error computed ISAn has size 2Ω(n/logn). Theorem 3 and
Property 3 give the following lower bound.



The Complexity of Classical and Quantum Branching Programs 199

Property 4. Qwidthδ(ISAn) ≥ 2(1−H(δ))n/logn.

Below we consider lower bound for complexity for almost all Boolean func-
tions. Denote by F(n) the set of all boolean functions f : {0, 1}n → {0, 1}. Let
E be some property of functions from F(n). Denote by FE(n) the subset of
functions from F(n) without property E. We say that almost all functions have
the property E if

| FE(n) | / | F(n) |→ 0, as n→∞.

Theorem 5. For almost all functions f : {0, 1}n → {0, 1}, for δ ∈ (0, 1/2)

Qwidthδ(f) ≥ 2(1−(2+θ)H(δ))(n−log 3n).

Proof Sketch. For an ordering τ of n variables testing for QOBDD let π = (L,R)
be a corresponding partition of the set of variables such that |R| = � log 3n�, be
a partition of n variables of function f .

Consider communication computation for f for the partition π of inputs.
Elementary counting proves that 1) DC(fn) = n for almost all functions f ; 2)
for an arbitrary θ ∈ (0, 1) it holds that n ≤ cs(CM) < (2 + θ)n for almost all
functions f . Now Theorem 3 gives that for almost all functions, for δ ∈ (0, 1/2)

Qπ
δ (f) ≥ (1− (2 + θ)H(δ))(n − log 3n).

There are C|R|
n different partitions π of the set of n variables determined by dif-

ferent possible orderings τ of variables testings by QOBDDs. Further counting
together with the previous inequality and Property 3 proves that for almost all
functions f it holds that Qwidthδ(f) ≥ 2(1−(2+θ)H(δ))(n−log 3n).
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Abstract. The present paper deals with the problem of analyzing the
value of a random Boolean expression. The expressions are constructed
of Boolean operations and constants chosen independently at random
with given probabilities. The dependence between the expression value
probability and the constants’ probabilities is investigated for different
sets of operations. The asymptotic behavior of this dependence is given
by a probability function, explicitly obtained through analysis of gener-
ating functions for expressions. Special attention is given to the case of
binary Boolean operations.

The paper demonstrates some probability function properties and
their connection with the properties of Boolean operations used in ran-
dom expressions.

1 Introduction

Let us first state one simple problem illustrating the issue: suppose we consider
Boolean expressions constructed of Boolean operations of disjunction ∨ and
conjunction &, the constants 0 and 1, and the necessary parentheses. Operations
are chosen independently and at random, each with a probability of 1/2, the same
for the constants. Every expression of the kind has a value of either 0 or 1 which
is easily computed.

The question arises then — what is the probability of expressions with value
1 in the set of all expressions with exactly n operations? The solution to this
problem is very simple: probability distribution on constants and operations be-
ing uniform and the set of operations (∨ and &) being self-dual, every expression
has a dual one, which has the same probability. Hence, a random expression with
a fixed number of operations (n) takes values of 0 and 1 with equal probabilities.

A natural generalization of the problem is to consider different sets of opera-
tions (that we shall name ”bases”) and probabilities other than 1/2. The present
paper treats mostly the case of binary bases, i.e. bases consisting of operations
with at most two arguments.

O.B. Lupanov et al. (Eds.): SAGA 2005, LNCS 3777, pp. 202–212, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



On the Properties of Asymptotic Probability 203

We consider random expressions with operations from an arbitrary fixed
Boolean basis B. Constants in the expression are chosen independently at ran-
dom with probability p of being equal to 1 and probability 1− p of being equal
to 0. We are interested in the probability function P1(p), which is the limit-
ing probability of a random expression value to be equal to 1, when expression
length tends to infinity. We intend to investigate the properties of P1(p) and
the way the behavior of P1(p) is related to the properties of the basis B under
consideration.

The motivation for such an approach is provided by the following model
problem. Suppose we have a ”black box” that takes Boolean values as input and
produces Boolean output. The ”black box” takes a certain number of random
input bits, performs a series of random Boolean operations on them and produces
an output bit. The operations are taken from a certain basis B. The probability
of each input bit to be equal to 1 is p, the probability of an output bit to be
equal to 1 tends to P1(p).

Let us now suppose that the basis B is known, while the input probability
p is not given, though it is fixed. Is it possible to obtain the value of p through
the value of P1(p)?

Another model problem is the following: suppose the basis B is a priori
unknown, yet it is given that B contains operations, belonging to a certain set
(all operations are binary, for instance). What knowledge could one acquire of
the basis, while knowing only its P1(p) function?

Combinatorial analysis in the present paper is based upon the work of Ph. Fla-
jolet and R. Sedgewik [1], notably the theorem that is made known as the
Drmota-Lalley-Woods theorem for asymptotics of algebraic generating functions’
coefficients.

Certain problems that are in some sense of a similar nature are treated in
the works of P. Savický (see in particular [2]) and the works of B. Chauvin et al.
(see in particular [3]). The methods applied in the latter work are partly used in
this paper as well, yet the problem under consideration is not the same and the
results are of an essentially different nature. Both P. Savický and B. Chauvin et
al. consider the probabilities of functions realized by random Boolean formulas,
devoting their research mainly to the formulas in the {&,∨} basis with literals
xi and x̄i.

The problem we are considering here, concerns the behavior of the prob-
abilities for random expression values, instead of functions. The expressions
are obtained from formulas in an arbitrary basis by individual constant
assignments.

2 Basic Definitions and the Main Theorem

Let us now state the problem formally. From now on we prefer to speak of
Boolean functions instead of operations. For the exact definitions of notions
concerning Boolean functions used in this paper see Glossary (part 4 of this
paper). First we define the concept of a basis.
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Definition 1. A set (or multiset) B = B1 ∪ B2 ∪ . . . ∪ Br, where Bk is a set
(multiset) of k-ary Boolean functions and Br �= ∅ is called a basis1.

The case of a binary basis corresponds to r = 2. Now we define the notion of
Boolean expression inductively.

Definition 2. Let B be a basis. The constants 0 and 1 are Boolean expressions
over the basis B. If Φ1, Φ2, . . . , Φk are Boolean expressions over the basis B and
g ∈ Bk, then g(Φ1, Φ2, . . . , Φk) is also a Boolean expression over B.

Definition 3. The number of function symbols from the basis B in the expres-
sion Φ is called the complexity of Φ and is denoted by |Φ|.

Let us now define a probability distribution on the set of all expressions of a
given complexity n over the basis B. Informally, we regard a random expression
as the result of substituting constants 0 and 1 for variables in a random Boolean
formula of complexity n with non-repeating variables, considering all formulas of
complexity n to be of equal probability. Constants are substituted for variables
independently at random with fixed probabilities.

For example, we regard the expression Ψ = ⊕(⊕(0,⊕(1, 1)), 1) of complexity
3 over the basis {⊕} as the result of substituting constants for variables in the
formula ⊕(⊕(x1,⊕(x2, x3)), x4) with non-repeating variables (here and in the
following we assume that variables in such formulas are ordered by their index
numbers from left to right).

We now proceed to a formal definition of probabilities for expressions that is
intended to match the informal description given above. We assign probability
p to the constant 1 and 1− p to the constant 0. For an expression Φ we denote
by π(Φ) the product of the probabilities of all constants in this expression.

The value of π(Φ) is interpreted in the terms described above. Let us suppose
the expression Φ is the result of substituting constants for non-repeating vari-
ables in a certain formula. Then the value π(Φ) is the probability to choose this
individual assignment of variables from the set of all possible constant assign-
ments for the considered formula. The sum of π(Φ) for all expressions Φ that are
obtained by all possible assignments for a given formula is obviously equal to 1.
Hence, the sum of π(Φ) for all expressions Φ of complexity n equals the number
Nn of all possible formulas of the same complexity n, i.e. Nn =

∑
|Φ|=n

π(Φ).

According to our informal description, the probability to choose an individual
formula of complexity n with non-repeating variables is 1/Nn, while the proba-
bility to choose an individual constant assignment for this formula to form the
expression Φ is π(Φ). Then the probability of Φ should be π(Φ)/Nn. Let us now
state this in a formal manner.

1 Functions of zero variables (B0) are not included in a basis. The problem for a basis
with 0-ary functions is easily reduced to a problem with B0 = ∅ and a different value
of p.
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Definition 4. The probability P (Φ) of an expression Φ of complexity n is de-
fined by P (Φ) = π(Φ)/Nn. We define P1,n(p) =

∑
|Φ|=n,Φ=1

P (Φ), i.e. the sum of

probabilities of expressions with value 1 and complexity n.

Obviously, P1,n(p) is the probability of an expression value to be equal to 1 for
a random expression of complexity n.

Returning to the above example, we have π(Ψ) = p3(1 − p), while N3 = 5
and hence P (Ψ) = p3(1−p)/5. Also in this case P1,3(p) = 4p(1−p)3+4p3(1−p).

We call a basis uniform if all of its functions have the same number of vari-
ables. In the case of a uniform basis B, the probability distribution defined above
on the set of all expressions of a given complexity over the basis B, in fact, in-
duces implicitly a uniform probability distribution on the basis itself, i.e. all
functions of B (counting their multiplicities) have equal probabilities of being
placed into a random expression. In the case of a non-uniform basis, the proba-
bility distribution of Definition 4 also induces a probability distribution on the
basis B that is, in general, more intricate and depends upon n.

The case of a uniform basis B that is a multiset demonstrates an interesting
possibility of a somewhat more general approach to random Boolean expres-
sions. Due to the fact that one may include a function several times into B, it
becomes possible to model the case where functions in B have arbitrary rational
probabilities.

Our major interest is the behavior of P1,n(p) in the limit when n tends to
infinity.

Definition 5. For a Boolean basis B and for any fixed p, 0 ≤ p ≤ 1, we define

P1(p) = lim
n→∞P1,n(p) ,

if the limit does exist and we say P1(p) is not defined at the point p otherwise.

The existence of the limit for all p, 0 < p < 1, as well as an explicit formula
for P1(p), is provided by Theorem 1. The formula that represents P1(p) depends
upon two polynomials, corresponding to the basis B. The first of these is the
basis polynomial B(S) = |B1|S + |B2|S2 + . . . + |Br|Sr, and the second is the
characteristic polynomial A(T, F ) in the form of:

A(T, F ) =
r∑

n=1

n∑
i=0

aniT
iFn−i ,

where ani is the number of unit values among the values of functions from Bn

on assignments of weight i (i.e., the assignments with exactly i units and n− i
zeroes). For a binary basis, r = 2.

Considering P1(p) a function of the variable p we call it the probability func-
tion corresponding to basis B.

Definition 6. Two bases are called equivalent if their P1(p) functions are
identical.
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Two bases that share the basis polynomial and the characteristic polynomial,
share the function P1(p) as well and, therefore, are equivalent. Also, there do
exist equivalent bases that have non-identical B(S) and A(T, F ) polynomials.
Obviously, bases are equivalent iff they are indistinguishable in the sense of the
second ”black box” question.

We now proceed with the main theorem.

Theorem 1. Let B be a basis, B(S) its basis polynomial and A(T, F ) its char-
acteristic polynomial. Then for any fixed p, 0 < p < 1, there does exist the limit
P1(p) = lim

n→∞P1,n(p). Furthermore,

P1(p) =
A′

F (τ, σ − τ)
ω−1 −A′

T (τ, σ − τ) +A′
F (τ, σ − τ) ,

where ω and σ are real numbers, which form the unique solution of a system of
equations: {

σ = 1 + ωB(σ) ,
1 = ωB′(σ) , (1)

under an additional claim that the value of |ω| is minimal (among all possible
solutions of (1)), while A′

T and A′
F are partial derivatives of A(T, F ) and τ =

τ(p) is a certain uniquely defined algebraic function, satisfying the equation:

τ = p+ ωA(τ, σ − τ) .
The proof of Theorem 1 makes use of generating functions for probabilities.
A system of polynomial equations describing the relations between generating
functions leads to an asymptotic expansion of generating functions’ coefficients
by means of the Drmota-Lalley-Woods theorem from [1].

It should be noted that the function τ(p) in Theorem 1 in general is not
necessarily uniquely defined by its equation; the equation may as well have sev-
eral solutions. In order to choose the right solution, one has to make use of
certain additional relations, following from the proof of Theorem 1. Fortunately,
in the case of binary bases, a simple condition 0 ≤ τ ≤ σ that follows from
combinatorial meaning of τ , allows to make the right choice.

Theorem 1 covers only the values of p that satisfy 0 < p < 1. The boundary
values and the continuity of the function P1(p) are covered by Theorem 2.

Theorem 2. The function P1(p) is continuous for 0 < p < 1.
If all functions in B preserve zero, then P1(0) = 0. If all functions in B are

linear, depending essentially upon all variables, not preserving zero, then P1(0)
is not defined. In all other cases P1(p) is continuous at p = 0.

If all functions in B preserve unity, then P1(1) = 1. If all functions in B are
linear, depending essentially upon all variables, not preserving unity, then P1(1)
is not defined. In all other cases P1(p) is continuous at p = 1.

Theorem 2 is partly based on an assertion that is of interest by itself.

Proposition 1. The function τ(p) is continuous, monotonously increasing for
0 < p < 1 and dτ

dp = (1− ωA′
T (τ, σ − τ) + ωA′

F (τ, σ − τ))−1.
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Proposition 1 is mainly a consequence of the Implicit Function Theorem applied
to the equation τ = p+ ωA(τ, σ − τ).

Let us make a simple but useful observation, which is a direct consequence
of Theorem 1. It concerns the values of P1(p) for dual bases: bases B and B∗

are called dual if each consists of functions dual to those in the other2.

Theorem 3. Let B be a basis and P1(p) its probability function. Let B∗ be the
basis dual to B and P ∗

1 (p) the probability function of B∗. Then

P1(p) = 1− P ∗
1 (1− p) .

The case of self-dual bases follows naturally:

Corollary 1. Let B be a self-dual basis (i.e., B = B∗) and P1(p) its probability
function. Then P1(p) = 1− P1(1− p).

3 The P1(p) Function Properties for Binary Bases

The forthcoming analysis will be restricted to binary bases, i.e. the ones with
r = 2. Some examples obtained by direct application of Theorem 1 are presented
below: see Fig. 1 for the graphs of the P1(p) function of some binary bases, and
Table 1 for P1(p) functions of certain sample binary bases.

P (p)
1

0

{&, V}

0,74

{&, V,   x}

0,26

0,5

1

0,5

p
1

{&,     x}

{V,    x}

P (p)
1

0

0,73

0,16

0,27

 1

0,84

1

p

P1(p) for bases {&, ∨, ¬} and {&, ∨} P1(p) for bases {&, ¬} and {∨, ¬}

Fig. 1. The graphs of the P1(p) function

Note that the graphs on Fig. 1 well illustrate the connection between dual
bases and the case of self-dual bases, given by Theorem 3 and Corollary 1.
2 Taking into account the multiplicity of functions in the case of multiset bases.
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Table 1. The P1(p) function for certain binary bases

Basis Polynomials P1(p) for 0 < p < 1

All binary and
unary functions

B(S) = 4S + 16S2

A(T, F ) = 2T + 2F + 8F 2 + 16TF + 8T 2 1/2

All binary functions
B(S) = 16S2

A(T, F ) = 8F 2 + 16TF + 8T 2 1/2

All binary non-
linear functions

B(S) = 8S2

A(T, F ) = 4F 2 + 8TF + 4T 2 1/2

{∨, ↓} B(S) = 2S2, A(T, F ) = F 2 + 2TF + T 2 1/2

{⊕} B(S) = S2, A(T, F ) = 2TF 1/2

{&, ↓, ⊕, ¬} B(S) = S + 3S2

A(T, F ) = F + F 2 + 2TF + T 2
6−√

3
12

{&, ∨} B(S) = 2S2, A(T, F ) = 2TF + 2T 2 p

{&, ∨, ¬} B(S) = S + 2S2

A(T, F ) = F + 2TF + 2T 2
7+2

√
6

25 (p + 3 − √
6)

{/} B(S) = S2

A(T, F ) = F 2 + 2TF
1√

2+p

{↓} B(S) = S2

A(T, F ) = F 2 1 − 1√
3−p

{&, ¬} B(S) = S + S2

A(T, F ) = F + T 2
1

2
√

5+3
√

2−(3+2
√

2)p

{∨, ¬} B(S) = S + S2

A(T, F ) = F + T 2 1 − 1

2
√

2+
√

2+(3+2
√

2)p

Let us now write out an explicit formula for P1(p) in the case of a binary
basis. Since the characteristic polynomial has the form:

A(T, F ) = a10F + a11T + a20F
2 + a21TF + a22T

2 ,

the function P1(p) for 0 < p < 1 is the following:

P1(p) =
a10 + 2a20(σ − τ) + a21τ

ω−1 + a10 − a11 + (2a20 − a21)(σ − τ) + (a21 − 2a22)τ
, (2)

where ω, σ and the function τ = τ(p) are as defined earlier. This explicit form
for P1(p) allows to prove the following statement.

Theorem 4. For a binary basis B the function P1(p) is either strictly monoto-
nous or constant for 0 < p < 1.

Proof. It follows from (2) that in the case of a binary basis P1(p) = U0+U1τ
V0+V1τ ,

where U0, U1, V0, V1 depend upon ani, ω and σ, but not τ . Let us now differentiate
this expression of P1(p):

d

dp
P1(p) =

U1(V0 + V1τ) − V1(U0 + U1τ)
(V0 + V1τ)2

dτ

dp
=
U1V0 − V1U0

(V0 + V1τ)2
dτ

dp
.

According to Proposition 1, τ(p) is a monotonously increasing function, hence its
derivative in p is strictly positive. The denominator of the fraction is positive as
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well. Therefore the derivative’s sign depends only upon the sign of U1V0−V1U0. If
U1V0−V1U0 > 0, then P1(p) is monotonously increasing; if U1V0−V1U0 < 0, then
P1(p) is monotonously decreasing. The equality U1V0−V1U0 = 0 corresponds to
a constant P1(p) function.

Theorem 4, in general, does not hold for bases other than binary: there do
exist ternary bases (r = 3) for which the function P1(p) is neither constant nor
monotonous.

In the case of binary bases Theorem 4 gives an answer to the first ”black
box” question, concerning the possibility of obtaining the value of p through the
value of P1(p).

If we restrict the range of p to the interval 0 < p < 1 then, according to
Theorem 4, for a binary basis B, either the value P1(p) is unique for each p in
this interval, or all 0 < p < 1 share the same value of P1(p). Thus, depending on
the binary basis under consideration, either the value of p is strictly defined by
the value of P1(p), or it is impossible to determine the value of p, given a value
of P1(p).

The two remaining values, p = 0 and p = 1 need special treatment. If the
function P1(p) is continuous at points p = 0 and p = 1, then the above statement
holds true for the whole interval 0 ≤ p ≤ 1. Yet, if P1(p) has discontinuities at
these points, certain corrections have to be made in view of Theorem 2.

We now examine more closely the case of constant P1(p) functions for binary
bases. For the sake of simplicity, we restrict the study to the case 0 < p < 1.

Theorem 5. Let B be a binary basis with basis polynomial B(S) and charac-
teristic polynomial A(T, F ). Let

dni =
ani(

n
i

)|Bn|
,

where ani are the characteristic polynomial coefficients and |Bn| are the basis
polynomial coefficients3. The function P1(p) corresponding to the basis B is con-
stant for 0 < p < 1 iff dni obey the equality:

|B1| [(d21 − d20)(1 − d11)− (d21 − d22)d10] +
+2|B2|σ [d21(1 − d21)− d20(1− d22)] = 0 .

(3)

Theorem 5 follows directly from Theorem 4: (3) is obtained by an easy transfor-
mation of the equality U1V0 − V1U0 = 0 from Theorem 4.

Theorem 5 gives an easy criterion for P1(p) constancy and allows to recognize
this property from the basis by simple calculations with the coefficients of the
characteristic and the basis polynomials.

It follows directly from Theorem 3 that if a basis B has a constant P1(p)
function, then its dual basis B∗ has a constant P ∗

1 (p) function as well. It is easy
to verify that (3) is invariant under the transformation of the basis into its dual.

The following corollaries simplify the P1(p) constancy conditions for some
special cases.
3 In case |B1| = 0, all a1i = 0 as well; we then define d1i = 0.
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Corollary 2. Let B be a uniform binary basis. The function P1(p) is constant
for 0 < p < 1 iff d2i obey the equality:

d21(1− d21) = d20(1− d22) . (4)

Corollary 3. Let B be a non-uniform binary basis (i.e., B1 �= ∅) and the num-
ber σ, corresponding to the basis B, be irrational. Then P1(p) is constant for
0 < p < 1 iff dni obey (4) together with the equality:

d10(d22 − d21) = (1− d11)(d20 − d21) . (5)

The conditions of Corollary 3 require the number σ to be irrational. Let us
see, when this condition is satisfied. According to Theorem 1, ω and σ are the
solution of (1) with the minimal value of |ω|. Solving (1) for a non-uniform binary
basis we obtain that the value of σ, corresponding to the minimal value of |ω|,
is σ = 1 +

√
1 + |B1|

|B2| . If the basis is not a multiset, the possible values of |B1|
are 1, 2, 3 and 4. It is easy to verify that the only case with a rational value of
σ is |B1| = 3, |B2| = 1. A straight inspection of all the bases with |B1| = 3 and
|B2| = 1 reveals no bases with a constant P1(p), other than the ones that obey
(4) and (5). Still, when B is a multiset, the fulfillment of the conditions (4) and
(5) in general is only sufficient for constancy, but not necessary. The following
corollaries are other useful and simple sufficient conditions for constancy of P1(p).

Corollary 4. Let B be a binary basis with d20 = d21 = d22. Then P1(p) is
constant for 0 < p < 1.

Corollary 5. Let B be a binary basis invariant under negation (i.e., the basis
obtained by negating every function in B is identical to B). Then the function
P1(p) is constant for 0 < p < 1.

Corollary 4 holds, since the equality of all d2i provides that (4) is satisfied, while
(5) becomes the identity 0 = 0. Corollary 5 follows directly from Corollary 4: if
both f and f̄ are in B2 then each d2i is equal to 1/2.

Corollary 5, in particular, accounts for P1(p) constancy in the case of the
following bases from Table 1: all binary and unary functions, all binary functions,
all binary non-linear functions, {∨, ↓}. Corollary 4 allows a simple verification
of constancy for the basis {&, ↓,⊕,¬}.

Using Theorem 5 and its corollaries it is easy to show that equivalent bases
do not always share their characteristic and basis polynomials.

Let us consider two bases: B⊕ = {/,&,⊕} and B∼ = {/,&,∼}. Both have
the same basis polynomial B(S) = 3S2, while their characteristic polynomials
differ: A⊕ = F 2 + 4TF + T 2, A∼ = 2F 2 + 2TF + 2T 2. Yet the ratios d2i for
both bases obey the conditions of Corollary 2 and hence for both bases the
corresponding function P1(p) is constant. Moreover, in both cases the constant
is 1/2.

The bases B⊕ and B∼ are, in some sense, a better example of equivalent
bases than the bases {⊕} and {∼}, for instance, though the latter also have
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P1(p) = 1/2 for 0 < p < 1. According to Theorem 2, both B⊕ and B∼ possess a
function P1(p) that is continuous at p = 0 and p = 1, while {⊕} and {∼} have
discontinuities at these points.

A consideration of the bases listed in Table 1 and the examples presented
above allows us to make several conclusions, concerning the second ”black box”
question. Neither the basis polynomial, nor the characteristic polynomial are
determined by the P1(p) function. Moreover, in general it is impossible to deter-
mine even the arity of functions belonging to the basis, while knowing only the
function P1(p).

4 Boolean Functions Glossary

We present here, for the reader’s convenience, a brief summary of basic notions
from Boolean functions theory that are used in this paper. An n-ary (or an n-
variable) Boolean function f is a map f : {0, 1}n → {0, 1}. Truth tables and
symbolic notation of binary Boolean functions used in this paper are given in
Table 2. The unary function ¬x (or x̄) is defined as ¬0 = 1 and ¬1 = 0.

Table 2. Binary Boolean functions

x y x&y x ∨ y x ⊕ y x ∼ y x/y x ↓ y x → y

0 0 0 0 0 1 1 1 1
0 1 0 1 1 0 1 0 1
1 0 0 1 1 0 1 0 0
1 1 1 1 0 1 0 0 1

A variable xi of a Boolean function f is called dummy if

f(x1, . . . , xi−1, 0, xi+1, . . . , xn) ≡ f(x1, . . . , xi−1, 1, xi+1, . . . , xn) .

If a variable is not dummy, then the function depends essentially upon it.
A Boolean function f preserves zero (unity) if f(0, . . . , 0) = 0 (respectively,
f(1, . . . , 1) = 1). A Boolean function f is linear if it has the form:

f(x1, . . . , xn) = α1x1 ⊕ . . .⊕ αnxn ⊕ α0 ,

where α0, α1, . . . , αn ∈ {0, 1}.
Boolean functions f and g are dual if f(x̄1, . . . , x̄n) = ḡ(x1, . . . , xn).

Acknowledgments. The author would like to express his gratitude to his re-
search advisor O.M. Kasim-Zade for posing the problem and helpful advice
throughout the work that led to the present paper. The work was supported
in part by the Russian Foundation for Basic Research (project no. 05-01-00994),
the Support Program for Leading Scientific Schools of the Russian Federation
(project no. NS-1807.2003.1), the Program ”Universities of Russia” (project no.
UR.04.02.528) and the Russian Academy of Sciences Section of Mathemati-
cal Sciences Basic Research Program ”Algebraic and Combinatorial Methods
of Mathematical Cybernetics” (project ”Control Systems Optimal Synthesis”).



212 A.D. Yashunsky

References

1. Ph. Flajolet, R. Sedgewick ”Analytic Combinatorics: Functional Equations, Ratio-
nal and Algebraic Functions”. Research Report 4103, INRIA, 2001.
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Abstract. In this paper, we present a new model of a cell formation problem 
(CFP) for a multi-period planning horizon where the product mix and demand 
are different in each period, but they are deterministic. As a consequence, the 
formed cells in the current period may be not optimal for the next period. This 
evolution results from reformulation of part families, manufacturing cells, and 
reconfiguration of the CFP as required. Reconfiguration consists of reforming 
part families, machine groups, and machine relocations. The objective of the 
model is to determine the optimal number of cells while minimizing the 
machine amortization/relocation costs as well as the inter-cell movements in 
each period. In the proposed model, parts have alternative process plans, 
operation sequence, and produce as batch. The machine capacity is also limited 
and machine duplication is allowed. The proposed model for real-world 
instances cannot be solved optimally within a reasonable amount of 
computational time. Thus, we propose an efficient memetic algorithm (MA) 
with a simulated annealing-based local search engine for solving the proposed 
model. This model is solved optimally by the Lingo software then the optimal 
solution is compared with the MA implementation.  

Keywords: Dynamic cell formation, Alternative process plan, Machine 
relocation, Memetic Algorithm. 

1   Introduction      

In most industries, the production is dynamic. In other words, the planning horizon 
can be divided into periods, in which each period has different product mix and 
demand requirements. In such cases, we face with dynamic production. Note that in 
the dynamic condition, product mix, and/or demand in each period are different from 
other periods but it is deterministic (i.e., known as a prior). In a dynamic production 
condition, the best cell formation (CF) design for one period may not be an efficient 
design for subsequent periods. By rearranging the manufacturing cells, the CF can 
continue operating efficiently as the product mix and demand changes. However, it 
may require some of machines moved from one cell to another cell (i.e., machine 
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relocation) and/or the number of cells changed [1-5]. The CF model belongs to the 
category of NP-hard problems, in which real-world instances cannot be solved 
optimality within a reasonable amount of computational time. Thus, the use of 
metaheuristic is unavoidable.  

Some of investigations have been done in content of modeling the dynamic cell 
formation problem and using its methodology to solve it [6] and [7]. Also, several 
efforts in similar research areas such as dynamic plant layouts [8] and [9], flexible 
plant layouts [10] and dynamic layout problems [11], [12] and [13] have been 
proposed to deal with the dynamic condition. Song and Hitomi [14] have also 
developed a methodology to design flexible manufacturing cells. The method is to 
integrate production planning and cellular layout in a long-run planning horizon. 
Their methodology can determine the production quantity for each part and timing of 
adjusting the cellular layout in a finite planning horizon period with a dynamic 
demand. Their objectives are to minimize the sum of inventory-holding cost, group 
setup cost, material handling cost, and layout adjusting cost. Wilhelm, et al. [6] have 
proposed a multi-period formation of the part family and machine cell formation 
problem. Their objectives are to minimize the sum of inter-cell material handling cost, 
investment in additional machines, and cost of reconfiguration over the planning 
horizon. Harhalaks, et al. [15] have used a two-stage design approach to obtain a 
cellular design with the minimum expected inter-cell material handling cost over a 
system design horizon which has been broken down into elementary time periods. 
The most of pervious researches on dynamic cell formation are single objective. The 
multi-objective cell formation has been considered in single period planning horizon 
[10] and [16]. Also due to the model complexity, the machine cost, material handling 
cost, relocation cost along with sequence of operations, and cell size have not been 
considered in previous researches for a multi-period planning horizon simultaneously.  

Evolutionary algorithms have been applied successfully in various domains of 
search, optimization, and artificial intelligence. They combine the advantages of 
efficient heuristics incorporating domain knowledge and population-based search 
approaches. One form of this combination is the use of local search in evolutionary 
algorithms [17] and [18]. These algorithms, sometimes called genetic local search 
algorithms, belong to the class of memetic algorithms (MAs). The generic 
denomination of MAs is used to encompass a broad class of meta-heuristics. The 
method is based on a population of agents and proved to be of practical success in a 
variety of problem domains and in particular for the approximate solution of NP-Hard 
optimization problems [19]. MAs [19], [20] and [21] are population-based heuristic 
search approaches for optimization problems similar to genetic algorithms (GAs). 
MAs are inspired by Dawkins’s notion of a meme defined as a unit of information 
that reproduces itself while people exchange ideas [22]. In contrast to genes, memes 
are typically adapted by the people who transmit them before they are passed on to 
the next generation. According to Moscato and Norman [23], “memetic evolution” 
can be mimicked by combining evolutionary algorithms with local refinement 
strategies such as local neighborhood search or simulated annealing. However, GAs 
rely on the concept of biological evolution and MAs, in contrast, mimic cultural 
evolution. While in nature, genes are usually not modified during an individual's 
lifetime, memes are [22]. MAs are based on a population of agents. However, the 
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method is less constrained since it does not use any biological metaphor that will 
restrict the design of its components. Unlike the traditional evolution methods, MAs 
are primarily concerned with exploiting all available knowledge about the problem 
studied [20] and [21]. As a consequence, each agent can make use of previous 
knowledge of solution results. This knowledge can be optimal solution proprieties, 
heuristics, truncated exact algorithms, and the like. Different agents may use different 
algorithms, even having different behaviours that parameterize how they recombine 
solutions [24]. Also, the agents can use different meta-heuristics for the individual 
search processes, or independently adapt the search based on their own historical 
information [25]. A number of investigations have been carried out in the content of 
applications of MAs; such as minimum sum-of-squares clustering problem [26], 
unconstrained binary quadratic programming problem [27], multistage capacitated 
lot-sizing problem [28], arc routing problems [29] and asymmetric travelling 
salesman problem [30]. 

2   Problem Formulation 

In this section, we present the proposed dynamic cell formation model. The model 
expanded under the following goals: 

1. Establish the part families and machine groups simultaneously. 
2. Determine the optimum number of cells in each period. 
3. Determine the optimal alternative process plan for each part in each period. 
4. Determine the number of needed machines for each type in each period. 
5. Add, remove, or relocate machines in cells between each two consecutive 

periods. 

The dynamic cell formation problem is considered under the following 
assumptions.  

2.1   Assumptions 

The assumptions for the above-mentioned problem are given bellow: 

1. The process time for all part type operations on different machine types are 
known. 

2. Each part must be processed according to a known sequence of operations.  
3. The demand for each part type in each period is known. 
4. The capabilities and capacity of each machine type is known and constant over 

time period. 
5. Amortization cost in each period to procure one machine of each type is known. 
6. Parts are moved between cells in batches. The inter-cell material handling cost 

for each batch between cells is known and constant (independent of quantity of 
cells). 

7. The maximum number of cells used must be specified as a prior. 
8. Bounds and quantity of machines in each cell need to be specified in advance 

and they remain constant over time.  
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9. Machine relocation from one cell to another is performed between periods and 
it requires zero time. The machine relocation cost of each machine type is 
known and it is independent of where machines are actually being relocated. 

10. Each machine type can perform one or more operations (i.e., machine 
flexibility). Likewise each operation can be done on one machine type with 
different times (i.e., routing flexibility). 

11. Inter-cell handling costs are constant for all moves regardless of the distance 
traveled. 

12. No inventory is considered. 
13. Setup times are not considered. 
14. Backorders are not allowed. All demand must be satisfied in the given period. 
15. No queue in production is allowed. 
16. Machine breakdowns are not considered. 
17. Batch size is constant for all productions and all periods. 
18. Machines are available at the state of the period (i.e., zero installation time). 

2.2   Notation 

Indexes: 
c Index for manufacturing cells (c=1, …, C) 
m Index for machine types (m=1, …, M) 
p Index for part types (p=1, …, P) 
h Index for time periods (h=1, …, H) 
j Index for operations required by part p (j=1, …, Op) 

Model Inputs:  
P Number of part types. 
Op Number operations of part p.  
M Number of machine types. 
C Maximum number of cells that can be formed. 
Dph Demand for product p in period h. 
B Batch size for inter-cell material handling. 
αm Amortization (or depreciation) cost of machine of type m. 
γ  Inter-cell material handling cost each batch. 
δm Relocation cost of machine type m. 
Tm Capacity of each machine of type m (hours). 
LB  Lower bound cell size. 
UB Upper bound cell size.  
tjpm Time required to perform operation j of part type p on machine type m.  
               1       if operation j of part p can be done on machine type m  
ajpm   
               0      otherwise  
Ψjp Set of operating machines for operation j of part type p, where Ψjp = {m |  

ajpm =1}  

Decision variables:  
Nmch  Number of machines of type m used in cell c during period h. 
K+

mch  Number of machines of type m added in cell c during period h. 



 Solving a Dynamic CFP with Machine Cost and Alternative Process Plan by MA 217 

 

K-
mch  Number of machines of type m removed from cell c during period h. 
             1   if operation j of part type p is done on machine type m in cell c in period h. 

Xjpmch   

        0   otherwise  
            1    if operation j of part type p is done in cell c in period h. 

Zjpch   

            0    otherwise 

            1    if cell c formed in period h 
Ych    

            0    otherwise 

2.3   Mathematical Formulation  

By using the above notation, the objective function and constraints are now written in 
the following equation forms.  
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The objective function given in Equation (1) is a nonlinear integer model. It is to 

minimizing the total sum of the machine amortization cost, the inter-cell material 
handling cost, and the machine relocation cost over the planning horizon. The first 
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term represents the cost of all machines required in all periods. The machine 
amortization (or depreciation) cost is obtained by the product of the number of 
machine type m in cell c in period h and their respective costs. The second term is the 
cost of operating machines. It is the sum of the product of the number of hours for 
each machine type and their respective costs. The third term is the inter-cell material 
handling costs. The total cost is obtained by summing the products of the number of 
inter-cell transfer for each part type and the  cost of transferring a batch of each part 
type. The next cost is the machine relocation cost. It is the sum of the product of the 
number of machines relocated and their respective cost. Equation (2) guarantees that 
each part operation is assigned to one machine and one cell. Equation (3) ensures that 
machine capacities are not exceeded and can satisfy the demand. Equations (4) and 
(5) specify the lower and upper bounds of cells. Equation (6) ensures that the number 
of machines in the current period is equal to the number of machines in the previous, 
plus the number of machines being moved in, and minus the number of machines 
being moved out. In other words, they ensure the conservation of machines over the 
horizon. In equation (7), if at least one of the operations of part p is processed in cell c 
in period h then the value of zjpch will be equal to 1, otherwise is set to zero. This 
constraint is used for calculating inter-cell material handling in the third term of the 
objective function. Equation (8) determines the number of cells formed in period h.  

3   Memetic Algorithm Implementation 

Memetic algorithms can be thought of as a special kind of genetic search over the 
subspace of local optima, within which a local optimizer is added to genetic 
algorithms and applied to every offspring before it is inserted into the population. 
Crossover and mutation will usually produce solutions that are outside this space of 
local optima, but a local optimizer can then repair such solutions to produce final 
offspring that lie within this subspace. In this section, a memetic algorithm with a SA-
based local search engine is proposed to solve the considered dynamic cell formation 
problem. The chromosome representation, adaptive penalty function, genetic 
operators, local search engine, and selection method of the proposed memetic 
algorithm are explained. 

3.1   Chromosome Representation 

The first step in each evolutionary programming is to determine the chromosome 
representation or solution structure. In this paper, we represent a solution S by a three-
dimensional structure consisting of two matrices [X]p×r and [Y] p×r in each period (e.g., 
Sh =[Xh | Yh]  S = [S1, S2,…, Sh]) as shown in Fig. 1. The matrix X denotes the 
allocation of operation-part to machine and the matrix Y denote the allocation of 
operation-part to cell. This idea is taken from Tavakkoli-Moghaddam, et al. [31]. R = 
maxp{Op} and xh

pr is equal to the machine that operation r part p must be processed 
on, where xh

pr∈Ψrp. Also, yh
pr is equal to the cell that operation r part p allocated to 

where 1  yh
pr  C. Because of Op  R ∀p, some of entries in solution representation 

are equal to zero inherently.  
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Fig. 1. Chromosome representation in period h 

3.2   Genetic Operators 

3.2.1   Recombination Operators 
We use three kinds of crossover operators: machine level, cell level and conventional. 
The conventional crossover is accomplished by selecting two parents and swapping 
corresponding matrixes from parents to form the offspring as shown in Fig. 2. In 
machine level crossover, one cut point selected randomly on matrix X in vertical or 
horizontal direction then the partial matrixes from parents swapped together as shown 
in Fig. 3. The cell level crossover is similar to machine level except for matrix Y.   
 

 
Fig. 2. Conventional crossover implementation 

 

 

Fig. 3. Machine level crossover implementation 

3.2.2   Mutation Operators 
For preserving diversity in generations and for escaping from local optimums, we use 
three mutation operators as follows: single-mutation, multi-mutation, and inversion 
operators. In single-mutation, an operation from a part (e.g. part-operation [p×r]) is 
selected at random then its machine (xh

pr) or cell (yh
pr) is changed as xh

pr → xh′pr∈Ψrp 

Y Parent 1

Y Parent 2

Y Offspring 1 

Y Offspring 2

Parent 1

Parent 2

Y 

Y 

Offspring 1 

Offspring 2

Y 

Y 

X Y Parent 1

X Y Parent 2 X

Y Offspring 1 X

Y Offspring 2
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or yh
pr → yh′pr randomly. In multi-mutation, a part (e.g. part p) is selected at random 

then the single-mutation is implemented on all its operations in matrix X or Y. In 
inversion operator, a part (e.g. part p) selected at random then the corresponding row 
p in matrix Y are inversed as yh

pr → yh
p(R-r+1); 1  r < R/2 . To implement each 

operator, the value of decision variable Nmch must be updated with respect to the 
entries of matrixes X and Y. It can be done as Equation (9) then decision variables 
K+

mch and K-
mch must be updated by Equations (10) and (11).     

,
        , ,

jpm
h hx m y cjp jp

mch
m

t

N m c h
T

= =
= ∀         (9) 

{ }( 1)max ,0        , , 1mch mch mc hK N N m c h+
−= − ∀ >      (10) 

{ }( 1)max ,0        , , 1mch mc h mchK N N m c h−
−= − ∀ >      (11) 

3.3   Adaptive Penalty Function 

Because of violating constraints (4) or (5) the genetic operators and local search used 
to manipulate the chromosomes often yield infeasible offspring. The penalty 
technique is perhaps the most common one used to handle infeasible solutions in the 
genetic algorithms for constrained optimization problems. The penalty technique is 
used to keep a certain amount of infeasible solutions in each generation so as to 
enforce genetic search towards an optimal solution from both sides of feasible and 
infeasible regions [32]. Adaptive penalty function is used to handle constraints. The 
fitness function is composed of two parts: 1) the objective function, i.e., Equation (1), 
2) penalties for violating lower and upper bounds cell capacity constraints, i.e., 
Equations (4) and (5). The adaptive penalty function is constructed with variable 
penalty coefficients and the penalty for violation of each constraint. The fitness 
function is defined as follows: 
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Where A1(g) and A2(g) denote the penalty coefficients for Lower and upper bounds 
constraints in the g-th generation, respectively. The quality of solutions heavily 
depends on the values of these penalty coefficients [33]. If the penalty coefficients are 
moderate, the algorithm may converge to an infeasible solution. On the other hand, if 
the penalty coefficients are too large, the method is equivalent to a rejecting strategy. 
In order to obtain appropriate coefficient values, we use a set-and-test approach to 
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dynamically adjust these coefficients according to the number of infeasible solutions 
in each generation.  

The behavior of genetic search is characterized by a balance between exploitation 
and exploration in the search space. Here, more infeasible solutions are indicated at 
the beginning of the memetic algorithm search in favor of a wide exploration of the 
search space, while less infeasible solutions are recommended at the end in order to 
exploit the most promising regions in the feasible search space. Hence, the allowable 
number of infeasible solutions in each generation decreases in steps of the main loop. 
The dynamic of the resource penalty coefficient is described below: 

[ ]1 1 1 1 1( ) (1 ) ( 1) ;    ( ) ( 1) / ( 1)A g A g R g R g R gα α= + × − = − − −     (13) 

[ ]2 2 2 2 2( ) (1 ) ( 1) ;    ( ) ( 1) / ( 1)A g A g R g R g R gβ β= + × − = − − −     (14) 

Where R1(g) is the total number of infeasible solutions with respect to lower bound 
cell capacity constraint in generation g. Also, R2(g) is the total number of infeasible 
solutions with respect to the upper bound cell capacity constraint in generation g. 
Parameters α and β denote the percent change of the number of infeasible solutions in 
current generation with respect to lower and upper bound cell capacity constraint. If 
the current number of infeasible solutions is reduce by η percent then decrease the 
penalty coefficient value by η percent.  

3.4   Local Search Engine (LSE) 

The local search engine is one of the basal components in memetic algorithms. As 
said earlier, it implicates to cultural evolution. It is referred to as a local search, since 
it starts with a feasible solution and, using moves (such as mutation), it searches a 
neighborhood for another feasible solution with lower cost. The neighborhood of a 
solution is the set of all solutions that can be reached with a move. If a better solution 
is found, the current solution is replaced and the neighborhood search is started again. 
If no further improvement can be made, a local optimal is found. It means that there is 
no better solution in the neighborhood of the current solution. The balance between 
genetic search and local search has a significant effect on the search ability of 
memetic algorithms [34]. One crucial problem of memetic algorithm is how to 
properly allocate the available computation time wisely between genetic search and 
local search.  

We use a heuristic local search based on a semi-annealing approach in which there 
is only outside loop (instead of two inside and outside loops) that controlled by three 
parameters T, α, and δ. Parameters T and α denote the temperature and cooling 
schedule like to simulated annealing (SA) and δ indicates the relative fitness of 
recently obtained neighborhood. The computation time allocated to local search 
depend on initial setting of above parameters. We found the best parameter settings as 
T=1, δ = 0.1 and α = 0.9. In optimistic status, if in first iteration Fit(Tmp_X) ≤ 
0.5×Fit (New_X ) then δ = 1 and Do-Until loop iterate only one times. In pessimistic 
status, if it is not found any better neighborhood then Do-Until loop iterate r times 
where r = [ln(α) / ln(δ)] ≅ 22 times. The proposed algorithm causes a high 
computation time is not allocated to local search. A pseudo code of the proposed local 
search is shown in Fig. 4.    
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 Set T=1, δ = 0.1, α = 0.9 
 Get solution X. 
 SET Tmp_X=∅ , New_X=X 
 DO  
     Select a kind of mutation at random with specific rate. 
     Tmp_X = MUTATION(X) 
     IF Fit(Tmp_X) < Fit (New_X ) THEN  
       New_X = Tmp_X 
       δ = (Fit (New_X) - Fit (Tmp_X))/ Fit (Tmp_X) 
     END IF 
     T= α ×T 
LOOP UNTIL(T ≤ δ)  
X = New_X  

Fig. 4. Pseudo code of the local search engine 

3.5   Stoppage Conditions 

We use three criteria for stopping the algorithm as follows: 1) Maximum number of 
the established generation (G). 2) Least variance of the generation (π). 3) Maximum 
run time for the algorithm (MRT). 

Fig. 5 shows the pseudo code of the MA that we have implemented. The 
INITIALIZE_POPULATION() procedure is used for generating a initial population 
in which individuals are created randomly then improved by 
LOCAL_SEARCH_ENGIN() filter. The population diversity is controlled by a 
dissimilarity mechanism that calculates the similarity rate for each new individual. 
The similarity rate is equal to the number of similar genes (i.e., genes with same allele 
and locus) in new individual and other individuals in current population divided to 
total number of genes in chromosome structures, i.e., 2×P×R. 

 
INITIALIZE_POPULATION() 
DO (outside loop) 
 Set i=0, g =0 
 DO (inside loop) 
   Select randomly parent1 and parent2.  
   offspring = CROSSOVER(parent1,parent2) 
   offspring = LOCAL_SEARCH_ENGIN(offspring) 
   Similarity_Rate= DIVERSITY(offspring) 
   IF Similarity_Rate <1 THEN  Accept offspring AND Set i=i+1 
 LOOP UNTIL(i = K)  
 Set g= g+1 
LOOP WHILE(g<G)  
Print best solution  

Fig. 5. Pseudo code of the MA 

4   Computational Experience 

Ten instances have been solved by the Lingo 6.0 software for verifying the proposed 
model in the linear case. The CPU times is corresponded to an intel® Celeron® 
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mobile 1.3 GHz processor with 512 MB RAM. The test problems are randomly 
generated in terms of uniform distribution. For simplicity, a number of parameters are 
set in advance as shown in Tables 1 and 2. The value of Σm ajpm denotes the number of 
operative machines for operation j and part p. It is obvious that by increasing Σm ajpm 
the solution space increases progressively. The parameters initialized in Table 2 are 
set experimentally. Table 3 includes the comparison of the results obtained from the 
Lingo solver and MA algorithm in terms of the objective function value (OFV), CPU 
time, and cell size for small-sized problems. The "Cell Size" column shows the 
optimum number of cells formed in each period. The "Var" column denotes the 
number of model variables and the "Cons" column denotes the number of 
linearization constraints. The columns 'Tm' and 'UB' are considered for the sensitivity 
analysis. The capacity is same for all machines in each problem. As shown in Table 3, 
the model is very sensitive to UB and Tm where by decreasing Tm the CPU time 
increases progressively such as problems 5 and 10. Also by increasing UB, the CPU 
time decreases such as problems 5 and 6 or by decreasing UB, it is possible that the 
number of formed cells increases such as problems 5 and 10. The average gap 
between optimum and MA runs is equal to 3.67 percent that is very promising and 
satisfactory. Two instance cells formed in optimum and MA solutions related to 
problems 1 and 4 are shown in Figures 6 through 9 respectively. As shown in Fig. 6, 
machine 3 is removed from cell 3 in period 1 and machine 2 is added to cell 3 in 
period 2. Machines 4 and 6 are duplicated in both periods. The part families for MA 
 

Table 1. Model parameter settings for small-sized problems  

Parameter  B LB C Σm ajpm ∀j,p αm δm 
Value 40 50 1 3 2 U(1000, 10000) 0.5×αm 

Table 2. MA parameter settings  

 Stoppage conditions Population size Tuning 
Parameter G MRT  π K Crossover Mutation Inversion 

Value 100 1 hour 5 100 0.8 0.1 0.1 

Table 3. Comparison of optimum and MA run for small/medium-sized problems 

Test Problem Optimum Solution MA run 

No. Var Cons 
P(Σp

 Op) 
×M ×H 

Tm UB O.F.V 
CPU 
Time 

Cell 
Size 

O.F.V 
CPU 
Time 
(Sec.) 

Cell 
Size 

Gap 
(%) 

1 915 259 7(12)×6×2 3000 3 67234 00:00:56 3-3 67995 30 3-3 1.13 
2 915 259 7(12)×6×2 4000 4 57989 00:01:04 2-2 58285 30 2-2 0.51 
3 636 302 8(18)×7×2 8000 4 50314 00:01:30 1-2 56901 177 3-3 13 
4 735 307 6(13)×6×2 5000 4 36044 00:01:51 2-2 36740 50 2-2 1.9 
5 759 406 7(19)×7×2 15000 5 52250 00:07:23 1-1 54000 81 1-1 3.34 
6 759 406 7(19)×7×2 15000 3 54380 00:08:54 2-3 57390 58 1-2 5.53 
7 1167 314 8(14)×8×2 6000 5 51744 00:13:30 2-2 54430 42 3-3 5.19 
8 594 315 5(9)×5×3 7000 4 72602 00:16:24 1-1-2 72602 148 1-1-2 0 
9 636 302 8(18)×7×2 6000 4 61010 00:28:16 2-2 61260 371 3-3 4 
10 759 406 7(19)×7×2 12000 5 60720 01:30:06 2-2 62000 217 2-2 2.1 

 Average gap of O.F.V: 3.67 
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C1 C2 C3  C1 C2 C3 
Period 1 

P7 P3 P1 P2 P5  
Period 2 

P4 P7 P6 P2 P5 
C1 3 M6 1      C1 3 M6 1 1    
C2 3 M4  2,3     C2 3 M4   3   

1 M3  1 1    1 M2 2  2   
C3 

1 M5    1 1  
C3 

1 M5   1 1 1 

Fig. 6. The formed cells in optimum solution for problem 1 in Table 1 

C1 C2 C3  C1 C2 C3 
Period 1 

P7 P1 P2 P5 P3  
Period 2 

P4 P7 P2 P5 P6 
C1 3 M6 1      C1 3 M6 1 1    

2 M2  1   2  1 M2 2    2 
C2 

1 M5   1 1   
C2 

1 M5   1 1 1 
1 M3     1  C3 3 M4     3 

C3 
2 M4     3          

Fig. 7. The formed cells in MA solution for problem 1 in Table 1 

C1 C2   C1 C2 
Period 1 

P3 P4 P5 P1   
Period2 

P4 P5 P6 P1 P2 
2 M4 1  1    2 M4  1   2 

C1 
1 M5 2 1     

C1 
1 M5 1  1  3 

1 M2 3  2 1,3   2 M2  2 2 1,3  
C2 

1 M3   3 2   
C2 

1 M3  3  2 1 

Fig. 8. The formed cells in optimum solution for problem 4 in Table 1 

C1 C2   C1 C2 
Period 1 

P3 P5 P1 P4   
Period2 

P5 P1 P2 P4 P6 
  1 M2 2     

C1 2 M4 1 1 
  

  
C
1 2 M4 1  2   

1 M2  2 1,3    1 M2  1,3   2 
1 M3  3 2    1 M3 3 2 1   C2 
1 M5 2   1   

C
2 

1 M5   3 1 1 

Fig. 9. The formed cells in MA solution for problem 4 in Table 1 

Table 4. Parameter settings for large-sized problems  

Parameter  B LB UB C Σm ajpm ∀j,p αm δm Tm 
Value 40 50 2  M/2  5 2 U(1000, 10000) 0.5×αm 10000 

Table 5. MA solutions for large-sized problems 

Test Problem Initial Solution Final Solution  

No. P(Σp
 Op) ×M ×H O.F.V O.F.V 

CPU Time 
(Sec.) 

Number of 
movements 

Rate of reduction 
(%) 

1 20(37)×10×2 368661 113665 688 66 69 
2 30(61)×15×2 378954 175456 1222 82 53 
3 40(79)×20×2 633054 248805 1566 116 57 
4 50(102)×25×2 630857 272208 1944 148 56 
5 100(203)× 05×2 1556249 633199 4295 254 59 
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and optimum solutions are same in both periods whereas the group machines are 
similar in period 1 and same in period 2.  

Table 3 includes the results obtained from the MA algorithm for large-sized 
problems in which they cannot be solved by optimal methods on personal computers. 
In Table 3, the initial and final solutions are compared with respect to the OFV. The 
initial solution implicates to the solution obtained in time zero. The number of 
movements used for achieving to final solution is considered in column "Number of 
movements". The relative different between initial and final solutions is shown in 
column "Rate of reduction". 

5   Conclusions 

In this paper, we have proposed a new multi-objective cell formation (CF) model with 
assuming dynamic production, alternative process plan, sequence operation, and 
machine relocation. The main advantages of the proposed model are to form parts 
family and machine groups simultaneously, determine the optimum number of cells in 
each period, determine the best processing route for each part in each period, and 
relocate machines between two consecutive periods as required. Due to the 
complexity of the proposed model, a memetic algorithm is introduced for solving the 
proposed CF model by a matrix form representation and several effective specialized 
genetic operators. The proposed MA finds near-optimal solutions in a reasonable 
amount of the CPU time. The violation of any assumptions in Section 2.1 can be 
investigated in the future researches.     
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Abstract. Evolutionary Algorithms (EAs), biological inspired search-
ing techniques, represent a research domain where theoretical proofs are
still missing. Due to the lack of theoretical foundations, an extensive
experimental work developed many variations of the basic model. Re-
markable tendencies such as variable control parameters or parallel pop-
ulations try to overcome the stagnation observed at the end of evolutions.

We tried to study from theoretical point of view the possibility of
modelling parallel EAs using Eco-grammar systems. We expect that our
research opens a new perspective over EAs behavior and our framework
can bring theoretical results that will lead to new recommendations for
EAs architectures as well as for specific details requested by practical
problems.

1 Introduction

The Eco-grammar systems (EG systems) were introduced in the formal language
theory by [5] in 1997 having biological inspiration and universal computational
power. There are only several papers regarding the practical applications of EG
systems, most of them showing constructive ways to simulate other computa-
tional models. As an example, Petr Sośık in [10] constructed an EG system able
to simulate an Artificial Neural Network and viceversa. Also in [6] we found the
relation between EG systems and Simple Evolutionary Algorithms.

Evolutionary Algorithms (EAs) were introduced in the 60’s as biological in-
spired searching technics. We can find a large number of references for EAs
from introductory materials as [3], [2], to monographic books such as [1], [7],
[8]. Despite the large number of existing references in this area, EAs represent a
research domain where theoretical proofs are still missing. These computational
models suggested by the Darwinian paradigm of evolution have been showed to
be powerful and to perform well on a broad class of problems. Yet, when the
complexity of the applications increases EAs exhibit some limitations, such as
the premature convergence. It is interesting to note that the convergence of an
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EA is defined as the process of multiplication in the population of the same in-
dividual. If the convergence process finds a local optimum we call it a premature
convergence. Sometimes it is difficult for EAs to escape from such a local opti-
mum. Remarkable tendencies such as variable control parameters [11] or parallel
populations try to overcome the stagnation observed at the end of evolutions. In
order to overcome these problems efficient parallel models for EAs have been de-
veloped. Parallel Evolutionary Algorithms (PEAs) [4] have showed a speed up in
computation time, they need less objective function evaluations when compared
to sequential versions.

In this paper we continue with the work done in [6] but now we focus on
EG systems as models for PEAs. Beside the parallel evolution, we also model
the process of genetic information interchange between sub-populations. As EGs
and EAs are biologically inspired, we found appropriate associations between the
computational models’ natural metaphors such as individuals, populations, ge-
netic operators, etc. After presenting the formal definition of a PEA we show
the way to construct an EG system that can simulate the behavior of the given
formal model. The main result we get is that EG systems can be seen as powerful
problem solvers with the possibility of modelling EAs. We believe that our re-
search opens a new perspective over EAs behavior and our studying framework
will bring new theoretical results about the EAs architectural implementations
recommendations. On the other hand EG systems benefit from this approach
being able to be used as efficient combinatorial searchers in a huge variety of
NP problems, apart from their traditional used as language generators. In this
way we introduce in EG systems, that were conceived as formal frameworks for
studying evolution in eco-systems, the idea of parallel-evolution and the role of
genetic exchange inter-populations to the general evolution.

2 Eco-Grammar Systems

Before introducing the formal definition of an EG system, we present some no-
tations and basic concepts. An alphabet is a finite and nonempty set of symbols.
Any sequence of symbols from an alphabet V is called word over V . The set of
all words over V is denoted by V ∗ and the empty word is denoted by λ. Further,
V + = V \ {λ}. The number of occurrences of a symbol a ∈ V in a word w ∈ V ∗

is denoted as (w)#a and the length of w is denoted as | w | . The cardinality of
a set S is denoted as card(S).

A Chomsky grammar is a quadruple G = (N,T, S, P ), where N is the symbol
alphabet, T is the terminal alphabet, S ∈ N is the axiom, and P is the (finite)
set of rewriting rules. The rules are presented in the form u → v and used in
derivations as follows: we write x =⇒ y if x = x1ux2, y = x1vx2 and u → v is
a rule in P (one occurrence of u in x is replaced by v and the obtained string
is y). Denoting by =⇒∗ the reflexive and transitive closure of =⇒, the language
generated by G is defined by:

L(G) = {x ∈ T ∗ | S =⇒∗ x}.
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Fig. 1. Description of an eco-grammar system

The families of languages generated by rules of the form u→ v where u ∈ N
and v ∈ (N ∪ T )∗ are called context-free grammars and denoted by CF .

Similarly a 0L system (an interactionless Lindenmayer system) is a triple
G = (V, ω, P ) as above, with context-free rules in P , and with complete P (for
each a ∈ V there is a rule a → x ∈ P ). The derivation is defined in a parallel
way: x =⇒ y if x = a1a2...an, y = z1z2...zn, for ai ∈ V and ai → zi ∈ P,
1 ≤ i ≤ n.

For all unexplained notions the reader is referred to [9].
We can find an introductory article about eco-grammar systems (EGs) in

[5]. For an easier understanding of the formal definitions we present an intuitive
image of the system in figure 1.

We observe that double arrows stand for parallel rewriting 0L− rules while
simple arrows are used for CF−rules.

Definition 1. (eco-grammar system) An eco-grammar system of degree n is a
(n+ 1)-tuple Σ = (E,A1, . . . , An), where E = (VE , PE) is the environment that
uses VE as a finite alphabet, and PE as a finite set of 0L rewriting rules over
VE; Ai, 1 ≤ i ≤ n, are agents defined by Ai = (Vi, Pi, Ri, ϕi, ψi) where Vi is a
finite alphabet, Pi a finite set of 0L rewriting rules over Vi, Ri is a finite set
of simple CF−rewriting rules over the environment, Ri ∈ V +

E × V ∗
E , ϕi, ψi are

computable functions that select production sets according to the environment
state, respectively the agent state: ϕi : V ∗

E → 2Pi , ψi : V +
i → 2Ri .

Until now, the definition provides only the description of the EG system’s compo-
nents. In order to describe the dynamic evolution of EGs, we give the definitions
of configuration, derivation and language generated.
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Definition 2. (configuration) A configuration of an eco-grammar system is a
tuple σ = (ωE , ω1, . . . , ωn), ωi ∈ V ∗

i , i ∈ E ∪ {1, . . . , n} ωE being a string that
represents the environment state and ω1, . . . , ωn are strings that represent the
agents’ state.

According to the configuration evolution we define the direct derivation of a
configuration in an eco-grammar system.

Definition 3. (direct derivation) Considering an eco-grammar system Σ and
two configurations denoted by σ = (ωE , ω1, . . . , ωn) and
σ′ = (ω′

E , ω
′
1, . . . , ω

′
n), we say that σ directly derives σ′ written as σ =⇒Σ σ′

iff

– ωi =⇒ ω′
i according to the selected set of rules for the i-th agent by the ϕi

mapping,
– ωE = z1x1z2x2, . . . , zmxmzm+1 and ω′

E = z′1y1z
′
2y2, . . . , z

′
mymz

′
m+1, such

that z1x1z2x2, . . . , zmxmzm+1 =⇒ z1y1z2y2, . . . , zmymzm+1 as the result of
parallel applying the rewriting rules selected by the ψi mappings for all agents
and z1z2, . . . , zm+1 =⇒ z′1z

′
2, . . . , z

′
m+1 according to the environment’s rules

PE.

The transitive and reflexive closure of =⇒Σ is denoted by =⇒+
Σ , =⇒∗

Σ

respectively.
The whole “life” of the system is governed by a universal clock, dividing the

time in unit intervals: in every time unit the agents act on the environment then
the evolution rules rewrite, in parallel, all the remained symbols in the strings
describing the environment and the agents. Thus, the action has priority over
evolution.

Definition 4. (the generated language) The language generated by the environ-
ment of an eco-grammar system Σ, starting from the initial configuration σ0 is
defined as

LE(Σ, σ0) =
{

ωE ∈ V ∗
E | σj = (ωE , ω1, ..., ωn),

σ0 =⇒Σ σ1 =⇒Σ .... =⇒Σ σj , j ≥ 0

}

3 Parallel Evolutionary Algorithms

Formally we define a PEA as a (m+ 4)-tuple:

[I, Φ, StopCondition,Ξ, (µ1, λ1, Ω1, s1), ..., (µm, λm, Ωm, sm)] (1)

with m the number of populations that evolve in parallel, m ≥ 0 and m ∈ N,
where:

– I represents the set of the searching space instances usually called individ-
uals. Sometimes associated with individuals we can keep useful informa-
tion for genetic operators like their fitness value. Here we use the notation
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〈−→i q,r(t), Φ(
−→
i q,r(t))〉, where

−→
i q,r(t) denotes the vectorial representation of

the chromosome of q-th individual in the r-th population in the t-th gen-
eration and Φ(

−→
i q,r(t)) corresponds to the fitness value associated to that

individual. So, we consider

I =
{
〈−→i q,r(t), Φ(

−→
i q,r(t))〉 | −→i q,r(t) ∈ V ector ∧ Φ(

−→
i q,r(t)) ∈ F∧

∧q ∈ N ∧ 1 ≤ q ≤ µr + λr ∧ r ∈ N ∧ 1 ≤ r ≤ m ∧ t ∈ N ∧ t ≥ 0

}
.

– Φ : I → F is the fitness function that determines the adaptation of individu-
als to the environment, where F is a finite ordered set corresponding to the
fitness function values assigned to individuals.

– We consider StopCondition : Fm × N×F×N→Boolean, where
StopCondition(f1, ..., fm, gen, impfitness,maxGen) is satisfied when the
number of generation gen exceeds maxGen generations or when the fitness
value of the best individuals from all populations (f1, ..., fm) is greater or
equal than impfitness.

– Ξ : (Iµ1) × ... × (Iµm) → (Iµ1) × ... × (Iµm) is an operator that exchanges
individuals among the m populations. An structure, usually a graph, is asso-
ciated to Ξ: each node Nx, 1 ≤ x ≤ m, represents a population Px and each
directed vertex Vxy connecting nodes Nx and Ny indicates that a certain
number of individuals from population Px are selected with some criteria
(best fitness value, random selection, etcetera), removed from Px and moved
to Py .

– (µr, λr, Ωr, sr) with r ∈ N and 1 ≤ r ≤ m are parameters required for the
computation of the evolutive process in the r-th population where:

• µr ∈ N, µr ≥ 1 denotes the number of parents of the r-th population.
• λr ∈ N, λr ≥ 1 is the number of offsprings inside the r-th population.
• Ωr : Iµr → I(µr+λr) is a set of genetic operators which applied to the

individuals of the r-th population, called parents, produce new λr indi-
viduals called offsprings.

• sr : Iµr × Iλr → Iµr is the selection operator that chooses individuals
from parents and offsprings of the r-th population to remain in next
generation. There are variants of EAs where sr selects only from the
offsprings of the r-th population (sr : Iλr → Iµr ).

In figure 2 we present a general description of a PEA, where we use the
notation ‖procP for “parallel execution of procedure procP”. The variables gen
and isolationtime are numerical ones and they indicate respectively the current
number of generation and the number of generations that have to be wait until
an interchange process can take place. Pi(gen) represents the set of µi individuals
that are potential parents in i-th population and gen-th generation and P ’i(gen)
is the set of λi offsprings we get from the application of genetic operators to
individuals from Pi(gen). The step 2 of the algorithm, initialization(n, µi, L),
is the call to a function that returns the set of µi individuals of i-th population
initialized with random values. The number of genes of the chromosomes of those
individuals is n ∈ N and their fitness values are not initialized. Depending on
the coding chosen for the problem an ordered list L for genes possible values
is given, each gene searching space being a set Cj , 1 ≤ j ≤ n. Without loss of
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1 gen := 0;
2 ‖ Initialization process

(P1(0) := initialization(n, µ1, L), ...,
...,Pm(0) := initialization(n, µm, L),

3 ‖Evaluate fitness values of all the individuals of P1(0), ..., Pm(0);
4 do while not (StopCondition(best(P1(gen)), ..., best(Pm(gen)),

gen, impfitness, maxGen))
5 ‖ Apply genetic operators

Ω1(P1(gen)) → P1’(gen), ...
..., Ωm(Pm(gen)) → Pm’(gen)

6 ‖ Evaluate fitness values of all the individuals of P1’(gen), ..., Pm’(gen);
7 ‖ Select the next generation

(P1(gen + 1) := s1(P1(gen), P1’(gen)), ...,
..., Pm(gen + 1) := sm(Pm(gen), Pm’(gen));

8 gen := gen + 1;
9.1 if mod(gen, isolationtime) = 0 then
9.2 Apply exchange of individuals between populations

Ξ(P1(gen), ...., Pm(gen)) → {P1(gen + 1), ..., Pm(gen + 1)};
9.3 gen := gen + 1;

endif;
end do;

Fig. 2. The structure of a PEA

generality we consider each Cj a finite and discrete set of values of a given type,
such that all values of genes in the position j of a chromosome of an individual
are of type Cj . The function best : Iµi → I returns the individual with best
fitness value from Iµi . The function mod : Z × Z→ Z returns the rest of the
division between the first parameter called dividend and the second parameter
called divisor.

4 Simulating a Parallel Evolutionary Algorithm with an
Eco-Grammar System

In the table (Table 1) we show how we associate in this simulation concepts from
PEAs and EG systems.

Theorem 1 (PEA→ EG). Given an arbitrary PEA of m populations defined
like in (3) and with a description like in figure 2, we can define an EG system
able to simulate the PEA behavior.

Next we show how we can construct an EG system starting from a given PEA.
The constructed EG system has (µ1 + λ1) + (µ2 + λ2) + ...+ (µm + λm) agents,
where each agent Ax,y represents the x-th individual, 1 ≤ x ≤ µy + λy, of the
population Py , 1 ≤ y ≤ m. In EG systems the number of agents (individuals) is
fixed, so we have to define for each population Py a number of (µy +λy) agents,
which is the maximal number of individuals for that population.

We consider that the evaluation of any function and the performance of
any communication process takes only one time unit. In the implementations of
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Table 1. Associations between entities in Parallel EAs and EG systems

Concept Entity of PEA Entity of EG system
Individual Vector

−→
i x,y(gen) String ωx,y, state

of agent Ax,y

Evolutive Process Algorithm of figure 2 Production set PE and
a symbol in ωE

Initial Population Initialization process Initialization process
embedded in ϕx,y

Fitness function Function φ Function φ,
embedded in ψx,y

Termination Function StopCondition Function StopCondition
embedded in ϕx,y

Number of generation Variable gen Number of symbols
Generation in ωE

Genetic operators Set Ωy of operators Set Ωy of operators
embedded in ϕx,y

Selection operator Function sy Function sy

embedded in ϕx,y

Interchange operator Function Ξ Function Ξ
embedded in ψx,y

PEAs not all the functions consume the same time, in particular fitness function
evaluation or the interchange process can consume a large amount of time. Yet
our modelling hypothesis still represent a general enough framework for EAs
while we can consider that a synchronization takes place after each generation.

We define the environment’s sate of the EG system as follows:

ωE = ControlSymbol ·Generationgen · c1,1 · f1,1 · Status1,1...
...c(µ1+λ1),1 · f(µ1+λ1),1 · Status(µ1+λ1),1...

...c(µm+λm),m · f(µm+λm),m · Status(µm+λm),m

where:

– ControlSymbol ∈ VE together with the environment productions rules PE

simulate the control sequence described by figure 2. In the formal description
of the simulation, the VE alphabet’s symbols likeGeneticProcess, Selection,
NewIteration, CheckTermination, Termination, etcetera are used in ωE

to indicate the current step of the algorithm.
– Generation ∈ VE represents a special symbol used to code the generation

number in the EA. Each time the number of generation has to be increased
(steps 8 and 9.3 of the algorithm) a new symbol Generation is introduced
in ωE .

– cx,y = 〈h1x,y , ..., hnx,y〉x,y is the string representing the chromosome of the
x-th individual in the y-th population. Because the chromosome of all indi-
viduals are kept in ωE , subindexes x and y are needed to address a particular
individual.

– hsx,y ∈ Cs represents the gene value in the s-th position of the chromosome
of the x-th individual in the y-th population, it has the type Cs, 1 ≤ s ≤ n.
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– fx,y is the fitness value fx,y ∈ F ∪ {min} of the x-th individual in the y-th
population.

– Statusx,y ∈ {O,P, S,R,M,Copy, Stop, Inactive, IncrGen} means respec-
tively that the individual is an offspring, is a potential parent, has been
selected for next generation, has been rejected for next generation, is par-
ticipating in the exchange process, the string representing its chromosome
has to be copied in the environment’s state, the algorithm’s stop condition
is satisfied, the x-th individual in the y-th population is in inactive state and
the x-th individual in the y-th population is in inactive state and that the
EG can increment the number of generation.

In a similar manner we define the agents’ sate as follows:

ωx,y = c · fx,y · Statusx,y

where: 1 ≤ x ≤ µy + λy, 1 ≤ y ≤ m.
With respect to the mappings ϕx,y and ψx,y, the first one embeds the process

of random initialization of individuals (step 1), the checking of the stop condition
(step 4) and the application of functions from Ωy (step 5), function sy (step 7)
and function Ξ (step 9.2). For mappings ϕx,y being able to perform step 4, 5,
7 and 9.2 they need to know the fitness values of the individuals during the
evolutive process. For the simulation of the step 5 and 9.2 the mappings ϕx,y

also need to have information about the chromosomes of all the individuals of
all populations with the status of potential parents. And for step 7 besides the
chromosomes of the parents, the offspring’s chromosomes are needed. So before
performing this operation the corresponding chromosomes are copied in ωE by
the mappings ψx,y. Mappings ψx,y are also in charge of embedding the fitness
function Φ performing the evaluations of steps 3, 6 and 9.2 of the algorithm.

In any computational implementation of PEA following the algorithm shown
in Figure 2, populations are suppose to evolve in a parallel and independent way
in steps 2, 3, 5, 6 and 7. Each population consumes different times to perform
these steps according to their number of individuals, the time consumed by
the tasks performed and the number of processors assigned. For example some
populations can be in the step 5, while others can be in the step 6 or 7; performing
the step 8, all the populations have to synchronize. In this definition of EG system
we assign to each individual one agent or processing unit and one time-unit to
the execution of any action, therefore all the populations execute the same step
of the algorithm in a parallel and synchronized manner. At a given time unit
all populations are performing the same evolutive step so it is enough to keep
in ωE only one control symbol to deal with parallelism and synchronization.
We exemplify this simulating step 5 of the algorithm with the definition of EG
system we give. We show how genetic operators Ωy from all populations Py are
applied in a simultaneous and parallel way in one derivation step of the system.
We start the simulation from a configuration equivalent to the following one:

σs =(GeneticProcess ·Generationgen · c1,1 · f1,1, Status1,1...
...c(µm+λm),m · f(µm+λm),m, Status(µm+λm),m,
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ω1,1,...,ω(µ1+λ1),1,...,ω1,m,...,ω(µm+λm),m) where
(for all i, j : 1 ≤ i ≤ µj + λj ∧ 1 ≤ j ≤ m ∧ ci,j = 〈h1, h2, ..., hn〉i,j)∧

∧

⎛⎜⎜⎜⎜⎝
for all ωx,y ∈ Individuals 0 :⎛⎝ωx,y = 〈m1x,y ,m2x,y , ...,mnx,y〉P∧
∧cx,y = 〈m1x,y , ...,mnx,y〉∧
∧fx,y, Statusx,y = Φ(〈m1x,y , ...,mnx,y〉), P

⎞⎠∨
∨(ωx,y = Inactive ∧ fx,y, Statusx,y = fx,y, I)

⎞⎟⎟⎟⎟⎠∧
∧
(

for all y : 1 ≤ y ≤ m ∧ (ω1,y....ω(µy+λy),y)#P = µy∧
∧(ω1,y....ω(µy+λy),y)#Inactive = λy

)
∧

∧StopCondition(fs1,1, ..., fsm,m, gen, impfitness,maxGen) ≡ false∧

∧
⎛⎝ for all r : 1 ≤ r ≤ m ∧ fsr,r is a substring of ωE∧
∧
(

for all k : 1 ≤ k ≤ µr + λr∧
∧fsr ,r ≥ fk,r ∧ fk,r, P is a substring of ωE

) ⎞⎠
The presence of the symbol GeneticProcess in the environment’s state of

σs indicates that performance of step 5 has to take place and the number gen
of occurrences of the symbol Generation shows that the number of generation
is gen. The number of agents in each population Py whose state contain the
symbol P (have the status of parents) is µy while the number of agents containing
symbol Inactive (are in inactive state) is λy . The environment ωE contains all
the information needed for the application of the genetic operators: the strings
corresponding to the chromosomes of the potential parents of every population
and their fitness values, what we denoted Py(gen), 1 ≤ y ≤ m. And the stopping
condition is not satisfied.

From a configuration equivalent to σs we get a new configuration in one evolu-
tion step of the EG system. Rules GeneticProcess→ OffSpringEvaluation ∈
PE and the following definition of mappings ϕx,y, for 1 ≤ x ≤ µy + λy and
1 ≤ y ≤ m are applied:

ϕx,y(GeneticProcess ·Generationgen · α) =⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Inactive→ 〈y1, y2, ..., yn〉 such that 〈y1, y2, ..., yn〉
is the chromosome assigned to individual x
resulting from the application of genetic operators from Ωy

to those individuals from population Py in ωE

with the status of parents

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
Step 5 of the algorithm is simulated: genetic operators from Ωy are applied

to each population Py . λy individuals of each population that were in an inactive
state (ωx,y = Inactive) rewrite it for a string corresponding to a chromosome
resulting from the application of the genetic operators followed by the symbol
O that indicates status of offspring (ω’x,y = 〈m1x,y ,m2x,y , ...,mnx,y〉O).

The environmental rule replaces the symbol GeneticPr ocess from ωE for
OffspringEvaluation indicating that in next derivation step of the EG system
step 6 of the algorithm has to be simulated: fitness values of the offsprings have
to be actualized in ωE . So from σs we get a configuration equivalent to this
one:
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σt =(OffspringEvaluation ·Generationgen · c1,1 · f1,1, Status1,1...
c(µm+λm),m · f(µm+λm),m, Status(µm+λm),m,
ω’1,1,...,ω’(µ1+λ1),1,...,ω’1,m,...,ω’(µm+λm),m) where

∧

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

for all ω’x,y :⎛⎝ωx,y = 〈m1x,y , ...,mnx,y〉P →
→
(
ω’x,y = ωx,y ∧ cx,y = 〈m1x,y , ...,mnx,y〉∧
∧fx,y, Statusx,y = Φ(〈m1x,y , ...,mnx,y〉)x,y, P

)⎞⎠∧
∧(ωx,y = Inactive −→ ω’x,y = 〈m1x,y , ...,mnx,y〉O)∧
∧
(

for all y : 1 ≤ y ≤ m ∧ (ω’1,y...ω’(µy+λy),y)#P = µy∧
∧(ω’1,y...ω’(µy+λy),y)#O = λy)

)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
It is important to mention that we always keep in the environment state the

evolution of the individuals fitness values of every populations. The main reason
for this is that the application of functions embedded in mappings ϕx,y require
this information. Also when the stop condition is satisfied the evolution of the
system is stopped introducing a symbol Termination in the environment state,
from which no evolution can take place. In this case ωE has to be examine to
find the individual with best fitness value, which will be considered the solution
of the problem.

5 Conclusions and Future Work

In this paper we present a method to simulate the behavior of a given Parallel
Evolutionary Algorithm using an EG system. We think that from now on, EG
systems may be used not just as language generators that give exact answers, but
also as efficient probabilistic solvers that can be used to obtain good solutions of
very complex problems in an efficient way. As the the spectrum of applications
that use EAs is quite large, we mention only several of them like game playing,
face recognition, financial time-series prediction, etc., then all these applications
might be better studied using EG systems.

For future work we will focus on studying theoretical aspects regarding the
alphabet used in the coding of individuals in EAs, the control parameters and
appropriate operators for EAs, all of them analyzed from the EG system’s point
of view.
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